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Abstract
There are only few qualitative studies investigating privacy
in Human-Machine Interaction (HMI). We conducted an ex-
ploratory qualitative study with the aim to better understand
factors that influence privacy in HMI and how they relate to
privacy in Human-to-Human Interaction (HHI). From there, we
derived recommendations that can help designers to promote
informed decision making and improve data sharing processes.
We discuss the main distinguishing factors that were found car-
rying out semi-structured interviews. First, HMI contexts miss
flexibility and proper protection strategies such that users can
not easily protect themselves similar to what they are used to
in HHI. Second, users were able to easily evaluate benefits of
sharing data while risks remained elusive and difficult to assess.
Further research is needed to understand the impact of this im-
balance on users’ informed decision making.
Index Terms: privacy, qualitative research, human-machine in-
teraction

1. Introduction
Currently, social science research on privacy in HMI reports
mostly quantitative results [1, 2, 3]. While these studies show
that individual and contextual factors influence perceptions and
preferences linked to privacy, other factors might not have been
measured and thus disregarded. A qualitative approach has the
potential to give new insights and uncover disregarded patterns
[4]. So far, only a few studies have been published using semi-
structured interviewing for privacy research mostly focusing on
voice assistants [5, 6, 7]. We aimed to better understand privacy
in a broader context while keeping in mind that privacy itself is
highly subjective and partly socially constructed [8]. We asked
two research questions to better understand privacy in HMI and
to derive design implications from those:

• How does privacy in HMI relate to human-to-human in-
teraction (HHI)?

• Which factors influence peoples’ evaluation of privacy
and their decision making about disclosure in HMI?

2. Study Design
To tackle the research questions, we conducted semi-structured
interviews, transcribed and coded them line-by-line [4]. We set
up an interpretive design for our study, acknowledging that the
coding process itself is generally subjective [4]. The coding was
carried out by one researcher and the emerging categories were
discussed in the group [4].

We based our first sample of interviewees on a mix of con-
venient and purposeful sampling [9]. Later in the process, we

made use of theoretical sampling, a method of sampling based
on theoretical grounds [4]. Thus, we first disregarded demo-
graphics in interviewee selection and later maximized some
demographic differences to test for uniformities [4] (see Ap-
pendix 7.1). We stopped interviewing after nine interviews once
no new coding categories emerged from the data [4].

Interviews were conducted in German, either face-to-face
or online, voice or voice and video recorded. The intervie-
wees, all of them based in Germany, covered different gender,
age groups and backgrounds and had experiences with Conver-
sational User Interfaces (CUI) (see Appendix 7.1 for detailed
information on each interviewee). The interview length was
planned to last around 30 minutes and varied based on the ex-
periences of people and their willingness to share their thoughts
and feelings. Based on previous research [3] and a literature
review [2, 10, 11] privacy-sensitive contexts had been identi-
fied and an interview script was designed (see Appendix 7.2 for
the interview script). However, the process of interviewing re-
mained flexible and questions were rephrased or newly added
as new concepts emerged throughout the interview [4].

3. Findings and Recommendations
The interview data covered different scenarios and contexts in
which people disclose private information. Interviewees de-
scribed HMI with regards to CUI as well as technology-enabled
interactions with service providers. However, regarding the
main findings these two scenarios did not differ in privacy eval-
uation and behavior and we will refer to them as HMI contexts.

3.1. Human-to-Human vs. Human-Machine-Interaction

While it is intuitively understood that HHI is different from
HMI, we were interested in identifying distinguishing factors
and potentially learning from HHI for the design of interfaces in
HMI. Contextual features varied considerably across scenarios,
however, reasons to disclose were consistently different. Re-
garding interactions between humans, I2 described “I basically
did it to open up a bit too, so that he doesn’t get the impression
that he has, so to speak, exposed himself and that he doesn’t get
anything back [...] I think the right thing to do is to be human.”
Empathy and reciprocity as well as a feeling of sympathy and
closeness towards the other person are the main motivators to
share private information in HHI contexts. In contrast, regard-
ing HMI, I4 stated that “I wanted to change an appointment
with my bank advisor, called a hotline and they asked for my
customer number and PIN. I then had to read them out loud.
[...] I was concerned to say it out loud.” Here, requirements
rather than empathy and reciprocity cause people to reveal per-
sonal information. Such forcing mostly leads to negative feel-
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ings, such as insecurity and tension. While HHI left the in-
terviewees with positive feelings and an association of trust to-
wards the other person, trust was not found to play a crucial role
in HMI as stated by I3 “I don’t think an institution can really
be trusted. Trust towards a company, I think, it doesn’t exist.”
Factors like familiarity and the reason for disclosure were more
important in HMI as denoted by I1 “Yes, it depends a lot on the
reason and how often I use it and whether I knew the website
before.”

We claim that forcing people to reveal private informa-
tion and the associated negative feelings have more impact on
peoples’ decisions than mistrust in HMI. Therefore, designers
should thoroughly examine whether information is necessary
before requiring users to share it. Currently, it is not uncommon
that applications require information that is not necessary for
their functioning [12]. If information is identified as necessary,
designers should enable users to freely choose between differ-
ent modalities to transmit compulsory information to reduce the
impact of negative feelings on future usage.

Furthermore, HHI and HMI scenarios differed drastically in
the way people try to and are able to self-censor themselves and
use self-protective strategies. In HHI, self-censorship usually
includes concealing information or avoiding to talk about sen-
sitive topics. This flexibility is not given in HMI contexts when
machines refuse to proceed if certain information is not entered.
Protective strategies, in HHI, include control over physical con-
text variables, such as securing the surrounding by closing a
door or checking for familiar faces in a coffee shop. Those
are usually carried out intuitively and within a short time. In
HMI, this kind of control mechanisms were adopted by only
few interviewees and were often not only subject to privacy
but convenience considering device functionality. Generally,
in HMI scenarios, protective mechanisms were more difficult,
time-consuming and often required technological knowledge as
stated by I4 and I1 “Not going to certain pages on the phone.
Because I am more familiar with my laptop, I am also more
familiar with security mechanisms on my laptop and then I do
security-related things, such as banking, rather on my laptop.
What is more, I cover the cell phone camera in certain situa-
tions.” and “If I can, I refuse and do it another way. Most of
the time you can enter a city nearby or something.” The last
comment supports the idea that in some cases, the need for pro-
tection leads to rejection of the service as a whole.

Based on those findings we state that there is a need for
flexibility regarding user input such that users can self-censor
similarly to what they are used to in HHI. Moreover, easy and
quick to use protection strategies are needed in HMI.

3.2. Benefits and Costs in HMI Scenarios

As described above, people in our sample tended to act on an
emotional level when connecting with humans. They did not
tend to rationally assess benefits when determining whether to
disclose information, which may be due to the discussed con-
texts, as suggested by Nissenbaum [13]. In our interviews, we
found that in HMI, benefits were crucial motivators for dis-
closure. In the scenarios described by the interviewees, ben-
efits were usually clear, precise and well known to them as one
statement by I3 shows “Especially with banking, there are of-
ten VoiceBots that then just verify the voice and then also look
at security features, whether to authenticate the caller, to ver-
ify, and I actually think that’s quite good. It brings, I think,
more advantages than if someone from the call center is sitting
there who has never heard me before and has no connection to

me.” As expected, in many of the described HMI scenarios, the
interviewees assessed both benefits and risks for decision mak-
ing. However, decision making was not purely based on rational
risk evaluation but rather on an interpretation based on mental
models, conviction, awareness and risk assessment. Contrary to
concretely nameable benefits, costs remained elusive and hard
to grasp. Moreover, costs were associated with negative emo-
tions which can lead to rejection of a service as stated by I6
“Because I am afraid that I will be spied on. So that’s [Voice
Assistant] what I turned off on my cell phone and also on my
PC”.

An implication for research is to identify strategies and
techniques, e.g. cognitive forcing [14], to promote rational eval-
uation and weighing of both risks and benefits in HMI. Such
strategies and techniques could help avoid immediate rejection
due to irrational benefit-risk assessment and help users to make
informed decisions. Moreover, techniques are desirable which
support users making informed decisions by making costs and
benefits more comparable, e.g. by reducing the elusiveness of
costs. Methods to this goal need to be investigated in the context
of CUI.

The vague interpretation of risks is closely related to uncer-
tainty, which does not seem to be reduced by technical knowl-
edge as it was mentioned by interviewees with and without a
technical background. This is illustrated, for example, by state-
ments made by I1 and I3: “They always said that you should be
careful what you write by email because it is stored somewhere
[...] That is why you should discuss as much as possible pri-
vately and not via email. Because if you write a private email
you don’t know who is reading it.” and “Or what happens if the
robot now somehow loads under the table somehow and some-
how records everything, like conversations or what happens in
the household and so on. I often think it is this uncertainty,
where eventually you ask yourself: “Do I need it then?” If I
don’t know what is going to happen with it and then the added
value is perhaps not much greater now than if I did press five
buttons on the phone or anywhere else, then I don’t need that at
the moment.”

4. Conclusion and Future Work
We conducted semi-structured interviews with the aim to find
factors influencing feelings and behaviors linked to privacy and
how they differ between HHI and HMI scenarios. We inter-
viewed nine people. Thus our sample is small. Moreover, our
demographic categories are basic. Future work should expand
the number of interviewees, the documented demographic cat-
egories and design interview questions to cover privacy in con-
text [13]. One of the reoccurring themes in our interviews was
the difference of factors influencing disclosure in HHI and HMI
contexts. We found that self-protective strategies are common
in HHI scenarios and were intuitively carried out while people
face difficulties in using proper protective mechanisms in HMI
contexts which can lead to the refusal of a service as a whole.
Future work could focus on the development of suitable pro-
tection strategies in different HMI contexts. While benefits and
costs are known to play a crucial role in HMI scenarios, during
the process, we gained deeper insight into the nature of users
assessment of costs and benefits [15]. We found that users had
a clear understanding of the benefits while the costs remained
elusive to them. Further research is therefore needed to under-
stand the impact of this mismatch on informed decision making
and its implications for designing HMI.
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7. Appendix
7.1. Interviewees’ Profile

Table 1: Interviewees’ Profile: Interviews with I7 and I8 were
conducted together, Tech: technical education or working in
technical fields

I# Gender Age Background Setting Length

I1 female 29 Non-Tech offline 36 min
I2 female 32 Tech online 47 min
I3 male 42 Tech online 32 min
I4 female N/A Tech online 34 min
I5 male 23 Tech online 44 min
I6 female 27 Non-Tech offline 25 min
I7 male 84 Non-Tech offline 56 min
I8 female 83 Non-Tech offline 56 min
I9 male 33 Tech offline 25 min

7.2. Interview Script

1. Introduction: About the Interviewer, Project, Interview
Rules

2. About the Interviewee

3. Definition “Private Information”

(a) What do you think of when you hear the world
“private information”?

i. Feelings
ii. Situations

iii. People

(b) Where does the definition come from?

(c) Experience with other definitions? Cultural differ-
ences?

4. General Experience

(a) Was there a recent situation in which you uninten-
tionally exchanged private information with some-
one/a service/a machine?

i. Description of the situation: Contextual fea-
tures, Thoughts, Feelings, Risk, Benefits,
Trust, Appropriateness

ii. Similar Experiences
iii. Impact on the Future
iv. What would have made the situation more

pleasant for you?

(b) Are there places where you would not exchange
private information and why?

5. Work Context

(a) To what extent is the work environment/office a
place where you exchange private information?

(b) What do you pay attention to in the context?

(c) Description of a typical situation: Contextual fea-
tures, Thoughts, Feelings, Risk, Benefits, Trust,
Appropriateness

6. Banking Context
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(a) Recent situation with a bank employee/ banking
service

(b) Description of the situation: Contextual features,
Thoughts, Feelings, Risk, Benefits, Trust, Appro-
priateness

(c) Prior Experiences in the banking context

(d) Impact on the Future

7. Medical Context

(a) Attitude towards medical data

(b) General thoughts on sharing medical information

(c) Do you remember an uncomfortable situation re-
lated to your health data?

i. Description of the situation: Contextual fea-
tures, Thoughts, Feelings, Risk, Benefits,
Trust, Appropriateness

ii. Impact on the Future
iii. What would have made the situation more

pleasant for you?

8. Company/Service Provider Context

(a) How do you usually try to contact companies or
service providers?

(b) Is there anything you pay attention to when con-
tacting companies or service providers?

(c) Recent situation with a company/ service provider

i. Description of the situation: Contextual fea-
tures, Thoughts, Feelings, Risk, Benefits,
Trust, Appropriateness

ii. Impact on the Future

(d) Similar Experiences

9. Government/State Context

(a) Have you had anything to do with government in-
stitutions?

i. Description of the situation: Contextual fea-
tures, Thoughts, Feelings, Risk, Benefits,
Trust, Appropriateness

10. Can you think of anything else? To the situations that we
have discussed or to other situations that occur to you in
this context?

11. Conversational User Interfaces

(a) Have you ever heard of Conversational User Inter-
faces? Text or Voice-Based?

(b) Have you already had contact with Conversational
User Interfaces?

i. Context (Banking, Health, Companies/ Ser-
vice Providers, Car, Smartphone, Smart
Speakers)

ii. Usage
iii. Thoughts, Feelings, Risk, Benefits, Trust,

Appropriateness

12. Is there anything else you’d like to talk about?

13. Do you have any final thoughts on the topic of Conver-
sational User Interfaces?
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