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ABSTRACT

Dynamic Time Warping (DTW) is an established method for finding a global alignment between two feature sequences. However, having a computational complexity that is quadratic in the input length, memory consumption becomes a major issue when dealing with long feature sequences. Various strategies have been proposed to reduce the memory requirements of DTW. For example, online alignment approaches often have a constant memory consumption by applying forward path estimation strategies. However, this comes at the cost of robustness. Efficient offline DTW based on multiscale strategies constitutes another approach. While methods built on this principle are usually robust, their memory requirements are still dependent on the input length. By combining ideas from online alignment approaches and offline multiscale strategies, we introduce a novel alignment procedure that allows for specifying a constant upper bound on its memory requirements. This is an important aspect when working on devices with limited computational resources. Experiments show that when restricting the memory consumption of our proposed procedure to eight megabytes, it basically yields the same alignments as the standard DTW procedure.
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1. INTRODUCTION

The task of finding a global alignment between two feature sequences has received large research interest in the past, in the context of music information retrieval (MIR) and beyond. For example, the goal in music synchronization is to align musically corresponding positions in different representations of a piece of music. The different music representations may include sheet music (images), symbolic score data, or audio recordings. Many methods for symbolic score-to-audio alignment [1, 2, 3], sheet music-to-audio alignment [4], and audio-to-audio alignment [5, 6, 7] have been developed. Furthermore, alignment techniques are important in MIR tasks such as automatic accompaniment [8, 9] or score following [10, 11, 12]. Many different approaches have been used in alignment systems. For example, Hidden Markov Models or particle filters have been employed in score to audio alignment, where the current score position and tempo are modeled in a statistical sense [13, 14]. In this paper, we focus on methods based on Dynamic Time Warping (DTW) [5, 15, 16]. DTW is an effective technique to find an optimal alignment of two feature sequences. However, since the complexity of DTW is proportional to the product of the feature sequences’ lengths [16], memory consumption becomes an issue when dealing with long feature sequences. But also aligning shorter sequences may become problematic with the standard DTW procedure when working for example on mobile devices, which usually only provide a limited amount of memory. To reduce the memory requirements of DTW, several strategies were proposed. On a global level, the Sakoe-Chiba band or the Itakura parallelogram impose a constant global constraint region on the set of possible alignments [15]. Using these constraints is problematic, as the optimal alignment may lie outside these regions. Another approach is to use adaptive global constraints such as in multiscale DTW (MsDTW) [6, 17]. Here, a projection of an alignment on a coarse feature resolution level (see Figure 1a) is used to constrain the computa-

Fig. 1. Illustration of MsDTW (a)-(c) with global tubular constraint regions and the proposed MrMsDTW (d)-(e) with rectangular local constraint regions. (a) Alignment on coarse feature resolution. (b) Projection of (a) onto finer level with resulting tubular constraint region. (c) Refinement of (a) on fine resolution within tubular constraint region. Illustration of the MrMsDTW procedure. (d) Warping path $P^*_{C}$ on coarse level (LEVEL C). (e) Projected warping path $P^*_{F}$ on fine level (LEVEL F) and derived anchor sequence $A$. (f) First refinement of $P^*_{F}$ by computing local paths within rectangular constraint regions defined by the anchor sequence $A$. (g) Derivation of the anchor sequence $A^*$ in a neighborhood of the anchor points in $A$. (h) Second refinement constrained by the rectangular constraint regions defined by $A^*$. (i) Refined warping path $P^*_{F}$.
Fig. 2. Illustration of basic concepts. (a) Warping path \( P \) of length \(|P| = 14 \). (b) Center \( h(P) = 8 \) of warping path \( P \). (c) Subpath \( P[1 : 8] \). (d) Anchor sequence \( A \subseteq P \). (e) Anchor sequence fulfilling boundary conditions \( A' \subseteq P \). (f) Maximum rectangular extent \( R(A) = 12 \) of anchor sequence \( A \).

ation of a refined alignment on a finer feature resolution level. In the refinement, the alignment is restricted to lie within a tubular constraint region that is constructed from the projected alignment (see Figure 1e). This parameter and DTW is quadratically growing with the lengths of the feature and therefore the required memory to store them, is bounded by a building a global path from local alignments. Our memory-restricted path estimation [5] or by using block-by-block processing where a refinement, the alignment is restricted to lie within a tubular constraint region on a finer feature resolution level. In the condition of a refined alignment on a finer feature resolution level. In the refinement, the alignment is restricted to lie within a tubular constraint region that is constructed from the projected alignment (see Figure 1e). This parameter and DTW is quadratically growing with the lengths of the feature and therefore the required memory to store them, is bounded by a building a global path from local alignments. Our memory-restricted path estimation [5] or by using block-by-block processing where a refinement, the alignment is restricted to lie within a tubular constraint region on a finer feature resolution level. In the condition of a refined alignment on a finer feature resolution level. In the refinement, the alignment is restricted to lie within a tubular constraint region that is constructed from the projected alignment (see Figure 1e). This parameter and DTW is quadratically growing with the lengths of the feature and therefore the required memory to store them, is bounded by a building a global path from local alignments. Our memory-restricted path estimation [5] or by using block-by-block processing where a refinement, the alignment is restricted to lie within a tubular constraint region on a finer feature resolution level. In the condition of a refined alignment on a finer feature resolution level. In the refinement, the alignment is restricted to lie within a tubular constraint region that is constructed from the projected alignment (see Figure 1e). This parameter and DTW is quadratically growing with the lengths of the feature and therefore the required memory to store them, is bounded by a memory restriction parameter \( \tau \). The constraint regions are inferred from anchor points on the projected alignment (see Figure 1e). This yields a set of local alignments (see Figure 1f). In a second refinement step, these local alignments are corrected in a neighborhood around the initial set of anchor points. Again, this is done in a rectangular constraint regions that are restricted in size by \( \tau \). This makes the memory requirement of our method basically constant in dependence of \( \tau \), whereas the memory requirement of MsDTW is linearly and DTW is quadratically growing with the lengths of the feature sequences (see Figure 3).

In the remainder of this paper, we first introduce our novel procedure in detail (Section 2) and then discuss the influence of the parameter \( \tau \) on the robustness of MrMsDTW within a music synchronization application scenario (Section 3).

2. ALGORITHM

In this section, we introduce our memory-restricted alignment procedure that combines concepts from MsDTW [6, 17] with the idea of using rectangular local constraint regions as already proposed for online alignment procedures [18]. We first introduce some basic notions (Section 2.1), review the basics of DTW (Section 2.2) and MsDTW (Section 2.3), and then explain our proposed memory-restricted MsDTW approach (MrMsDTW) in detail (Section 2.4).

2.1. Basic Notions

Let \( \mathcal{F} \) be a suitable feature space. Furthermore, let \( X := (x_1, \ldots, x_N) \) and \( Y := (y_1, \ldots, y_M) \) be feature sequences with \( x_n, y_m \in \mathcal{F} \), where \( n \in [1 : N] := \{1, \ldots, N\} \) and \( m \in [1 : M] \). A cell is a tuple \( p := (n, m) \in [1 : N] \times [1 : M] \), which encodes the correspondence between two feature vectors \( x_n \) and \( y_m \). We define the operators \( \pi_1(p) := n \) and \( \pi_2(p) := m \) to refer to the elements of a cell. A path is a sequence of cells \( P = (p_1, \ldots, p_L) \), with \( p_{\ell} \in [1 : N] \times [1 : M] \) for \( \ell \in [1 : L] \) satisfying the step size condition \( p_{\ell+1} - p_{\ell} \in \Sigma := \{(1,0), (0,1), (1,1)\} \). We refer to the length of a path by \( |P| := L \). A warping path is a path that additionally fulfills the boundary conditions \( p_1 = (1,1) \) and \( p_L = (N,M) \) (see Figure 2a). Note that a warping path constitutes a global alignment between two feature sequences. We define the operator \( h(P) := \lfloor |P|/2 \rfloor + 1 \) to return the center index of a sequence \( P \) (see Figure 2b). For retrieving the first, center, and last element of a path, we define the operators \( B(P) := p_1, H(P) := p_0(p_L), E(P) := p_L \), respectively. Furthermore, we define a sub-path as \( P[i : j] := (p_i, \ldots, p_j) \) with \( 1 \leq i < j \leq |P| \) (see Figure 2c). An anchor point is a specified cell \( a = (n,m) \) and an anchor sequence is a sequence of anchor points \( A = (a_1, \ldots, a_K) \) with \( a_k \in [1 : N] \times [1 : M] \) that fulfills the condition of strict monotonicity \( a_{k+1} - a_k \in \mathbb{N} \times \mathbb{N} \). We write \( A \subseteq P \) if all cells of \( A \) are also cells of \( P \) (Figure 2d). Furthermore, we write \( A \subseteq P \) if \( A \subseteq P \) and \( A \) additionally fulfills the boundary conditions \( a_1 = p_1 \) and \( a_K = p_L \) (Figure 2e). Let \( d_k := a_{k+1} - a_k + (1,1) \). We define the maximum rectangular extent of an anchor sequence \( A \) as \( \mathcal{R}(A) := \max_{k \in [1 : K-1]} \pi_1(d_k) \cdot \pi_2(d_k) \), which is the maximum rectangular area spanned between consecutive anchor points in \( A \) (Figure 2f). This concept will later be used to make the memory restriction of the algorithm explicit. Finally, to compare two features in \( \mathcal{F} \), we use a local cost measure \( c : \mathcal{F} \times \mathcal{F} \rightarrow [0, 1] \). By comparing each pair of elements in the sequences \( X \) and \( Y \), we obtain the cost matrix \( C(n,m) := c(x_n, y_m) \). Given two anchor points \( a_1 \) and \( a_2 \), we define the local cost matrix

\[
C[a_1;a_2] := C(n,m)_{\pi_1(a_1) \leq n \leq \pi_1(a_2), \pi_2(a_1) \leq m \leq \pi_2(a_2)},
\]

which is a submatrix of \( C \).

2.2. Classical Dynamic Time Warping (DTW)

The goal of DTW is to compute an optimal warping path between the two feature sequences \( X \) and \( Y \) with respect to the cost measure \( c \). The total alignment cost of a warping path \( P \) between two sequences \( X \) and \( Y \) is defined by \( c_P(X,Y) := \sum_{\ell=1}^{L} C(\pi_1(p_{\ell}), \pi_2(p_{\ell})) \). We say that a warping path \( P^* \) is optimal, if it has minimal alignment costs \( c_{P^*} := \min_{P} \{c_P(X,Y) : P \text{ is warping path}\} \). To derive an optimal warping path, we first compute the accumulated cost matrix \( D \)
In this section, we review the basic concepts of MsDTW originally introduced in [6, 17]. MsDTW aims to reduce the computational requirements of DTW by first computing an alignment on a coarse feature resolution level (LEVEL C). The coarse alignment is then projected onto a finer feature resolution level (LEVEL F) and refined using a tubular constraint region.

More precisely, let \( P_C \) be an optimal warping path computed on LEVEL C (see Figure 1a). The optimal warping path \( P_C \) is projected onto LEVEL F, resulting in a (potentially non-optimal) warping path \( P_F \) (see Figure 1b). To compute an optimal warping path \( P_F \) on LEVEL F, a tubular constraint region is constructed by adding \( \delta \in \mathbb{N} \) cells to the left, top, right and bottom of \( P_F \). Within this constraint region, \( P_F \) is computed via DTW (see Figure 1c). The procedure can be recursively applied by introducing further coarse resolution levels. Note that, depending on the choice of \( \delta \), the warping path \( P_F \) might not coincide with the globally optimal warping path computed with DTW. Using the MsDTW strategy reduces the memory requirements compared to classical DTW. However, the required memory is still linearly dependent on the length of the feature sequences [17]. For a detailed description of the procedure, we refer to [6, 17].

### 2.3. Multiscale DTW (MsDTW)

In this section, we review the basic concepts of MsDTW originally introduced in [6, 17]. MsDTW aims to reduce the computational requirements of DTW by first computing an alignment on a coarse feature resolution level (LEVEL C). The coarse alignment is then projected onto a finer feature resolution level (LEVEL F) and refined using a tubular constraint region.

More precisely, let \( P_C \) be an optimal warping path computed on LEVEL C (see Figure 1a). The optimal warping path \( P_C \) is projected onto LEVEL F, resulting in a (potentially non-optimal) warping path \( P_F \) (see Figure 1b). To compute an optimal warping path \( P_F \) on LEVEL F, a tubular constraint region is constructed by adding \( \delta \in \mathbb{N} \) cells to the left, top, right and bottom of \( P_F \). Within this constraint region, \( P_F \) is computed via DTW (see Figure 1c). The procedure can be recursively applied by introducing further coarse resolution levels. Note that, depending on the choice of \( \delta \), the warping path \( P_F \) might not coincide with the globally optimal warping path computed with DTW. Using the MsDTW strategy reduces the memory requirements compared to classical DTW. However, the required memory is still linearly dependent on the length of the feature sequences [17]. For a detailed description of the procedure, we refer to [6, 17].

### 2.4. Memory-restricted MsDTW (MrMsDTW)

We now describe our proposed MrMsDTW procedure. Given a memory restriction parameter \( \tau \) that sets an upper bound on the number of cells that can be used for the alignment computation, our main idea is to use rectangular local constraint regions that have a size of \( \tau \) instead of a single global tubular constraint region. On each rectangular constraint region, a local alignment is computed on a local cost matrix. Each local alignment is computed by applying standard DTW on the local cost matrix. Furthermore, the computations of the local alignments are independent of each other. They can therefore be computed in a sequential way such that at most \( \tau \) cells are used at any time.

As in Section 2.3, we use two resolution levels to describe the algorithm. The main difference to the classical MsDTW approach is the refinement on LEVEL F, where rectangular local constraint regions are derived from an alignment that is computed on LEVEL C. As before, let \( P_C \) be an optimal warping path computed on LEVEL C (Figure 1d). At this point, we assume that the computation of \( P_C \) did not require more than \( \tau \) cells. Furthermore, let \( P_F \) be a suitable projection of \( P_C \) onto LEVEL F (Figure 1e). In the next step, we use \( P_F \) to construct a set of rectangular constraint regions to refine the alignment on LEVEL F. To this end, we derive an anchor sequence \( A \subseteq P_F \) (black dots in Figure 1e). Each consecutive pair of anchor points in \( A \) defines a rectangular constraint region. We further require \( A \) to fulfill the condition \( R(A) \leq \tau \). Such an anchor sequence can be obtained by initially setting \( A := B(P_F, E(P_F)) \). If \( A \) does not fulfill \( R(A) \leq \tau \), the warping path \( P_F \) is recursively divided at its center into subpaths from which the first and last element are used as anchors. This is repeated until \( R(A) \leq \tau \) (see Figure 1e). In the next steps, we use \( A \) to compute a refined warping path \( P_F \) from \( P_F \):

1. **Step 1** Reﬁnement between anchor points. We compute a set of local paths \( Q_1, \ldots, Q_K-1 \) constrained by the anchor sequence \( A \) := \( \{a_1, \ldots, a_K\} \). Each local path \( Q_k \) fulfills the boundary conditions \( B(Q_k) = a_k \) and \( E(Q_k) = a_{k+1} \) and is computed by using standard DTW on the local cost matrix \( C_k := C[a_k; a_{k+1}] \) (see Figure 1f). If \( A \) contains only two anchor points (\( K = 2 \)), we set \( P^*_F := Q_1 \). Otherwise, we proceed with the following steps.

2. **Step 2** Reﬁnement in the neighborhoods of the anchor points. In the ﬁrst reﬁnement step, the warping path \( P_F \) was not reﬁned at the anchor points in \( A \). In this step, we therefore recompute the reﬁnement in neighborhoods of these anchor points. To this end, we derive pairs of anchors \( A'_k \) with \( k \in \{1: K - 2\} \), each fulﬁlling \( R(A'_k) \leq \tau \). We initialize each \( A'_k := (H(Q_k), H(Q_{k+1})) \) and iteratively decrease the size of the respective rectangular constraint regions until they obey the memory restriction constraint (see white dots in Figure 1g). Now, we compute the set of local paths \( Q'_1, \ldots, Q'_{K-2} \) where each local path \( Q'_k \) is constrained by the anchor pair \( A'_k \) (see Figure 1g-h).

3. **Step 3** Concatenation. The local paths from the previous steps are combined to a global warping path \( P_F^* \) by concatenation (see Figure 1i). When computing the local alignments sequentially, the maximum memory requirement of the algorithm in the two reﬁnement steps can be directly inferred from the used anchor sequences \( A \) and \( A' \) by computing \( R(A) \) and \( \max_k R(A'_k) \) respectively.
As a final remark, note that the procedure described above can be applied in a recursive fashion by introducing further levels of decreasing feature resolution, similar as in the classic MsDTW procedure. In practice, we choose the coarsest feature resolution level such that we need at most \( \tau \) cells for the computation of the full DTW procedure on this level. Note that this leads to a constant memory requirement for MrMsDTW.

### 3. Experiments

In this section, we first describe our experimental setting. Then, we investigate the robustness of our proposed MrMsDTW procedure in dependency of the memory restriction parameter \( \tau \) in the context of an audio-to-audio music synchronization scenario.

In the experiment, we use four fixed feature resolution levels (50 Hz, 10 Hz, 2 Hz, 1 Hz), referred to as Level 1–4 where Level 1 corresponds to the finest feature resolution and Level 4 to the coarsest. In the case that the feature sequences are so long that the initial alignment would violate our memory constraint, we add a fifth level choosing a feature resolution that still fulfills the memory requirement. We use the same feature set as described in [19].

Our dataset contains 53 pairs of classical music recordings, each pair consisting of two different performances of the same piece of music. Table 1 shows a representative selection of the pieces used in our experiments. For each entry, a lower bound for the memory requirement of DTW, MsDTW, and MrMsDTW is given. The lower bound is derived from the number of memory cells required to store the accumulated cost matrices \( D \) that are used in DTW, MsDTW, and MrMsDTW. The memory usage in megabytes (MB) is obtained by multiplying the required number of memory cells to store \( D \) by \( \frac{8 \text{ MB}}{1024} \) (assuming a 64 bit machine using double precision floating point numbers). Note that these values may need to be multiplied by a factor of 2 or 3, depending on the implementation (for additionally storing the cost matrices and a matrix that saves the step sizes and indices leading to a cost-minimizing path in \( D \)). However, this factor is the same for all three DTW variants. For MsDTW, we computed the lower bound by assuming a diagonal path between the two feature sequences, leading to a requirement of approximately \( 25 \cdot N \) memory cells, where \( N \) denotes the length of the longer feature sequence. In our dataset, the shortest piece is roughly one minute long, and the longest about 15 minutes. Note that the memory requirement of DTW for the piece ID-07 in Table 1 is already higher than 16 gigabytes. As the memory usage of DTW grows quadratically with the length of the input feature sequences, it is not feasible to use it for longer pieces on a normal desktop computer (assuming a maximum of 16 gigabytes of available memory). For example, full DTW would require more than one terabyte of memory on the opera recordings ID-09 and ID-10 in Table 1. However, our proposed MrMsDTW approach has basically constant memory requirements, and is therefore capable to compute alignments for longer pieces. The memory requirements for DTW (quadratic), MsDTW (linear), and MrMsDTW (constant) are illustrated in Figure 3.

In the following, we investigate the connection between the memory restriction parameter \( \tau \) and the robustness of our proposed MrMsDTW procedure, see Table 2. To this end, we compare the alignments computed by MrMsDTW with the optimal alignments computed by the full DTW procedure as described in Section 2.2. When aligning two music recordings, the warping path \( P_{\text{MrMsDTW}} \) may deviate from the optimal global warping path \( P^*_{\text{DTW}} \). The smaller the constraint regions, the more likely it is that such deviations occur. Since small deviations from the optimal alignment might be acceptable, we introduce a tolerance parameter \( \epsilon \) for the evaluation. We say that a cell in \( P_{\text{MrMsDTW}} \) was correct in case it lies within a region of \( \epsilon \)-cells to the left, top, right, and bottom around a cell from \( P^*_{\text{DTW}} \). This means that for \( \epsilon = 0 \), a cell in the \( P_{\text{MrMsDTW}} \) is only considered to be correct if it coincides perfectly with a corresponding cell in the optimal warping path \( P^*_{\text{DTW}} \). In contrast, for \( \epsilon = 16 \), a deviation of up to 0.32 seconds from the optimal path is allowed (assuming a feature resolution of 50 Hz).

Table 2 shows the overall percentage of correct warping path cells in \( P_{\text{MrMsDTW}} \) that have a deviation \( \leq \epsilon \) cells from the corresponding cells of the optimal global warping path \( P^*_{\text{DTW}} \). The value has been computed for each warping path and was then averaged over the whole dataset (to avoid that longer pieces have a stronger influence). The error tolerance \( \epsilon \) defines a tolerance region around the \( P^*_{\text{DTW}} \) of \( \pm \epsilon \) frames in horizontal and vertical direction. One frame corresponds to 20 ms.

The memory usage in megabytes (MB) is obtained by assuming a diagonal path between the two feature sequences, leading to a requirement of \( 25 \cdot N \) memory cells, where \( N \) denotes the length of the longer feature sequence. In our dataset, the shortest piece is roughly one minute long, and the longest about 15 minutes. Note that the memory requirement of MsDTW with \( \delta = 10 \) is only smaller for pieces shorter than 334 seconds (see Figure 3). However, within a tolerance of 16 MB, the deviations from the optimal path start to increase. In this case, MsDTW with \( \delta = 30 \) is only more memory efficient for pieces shorter than 34 seconds (see Figure 3). For \( \tau > 10^6 \) (when providing less than 100 kilobytes of memory), the procedure becomes unstable, leading to stronger deviations from the optimal warping path. When reducing the memory requirement down to 8 kilobytes (\( \tau = 10^3 \)), only 37.58% of the warping cells correspond with the full DTW results with a tolerance \( \epsilon = 0 \). However, within a tolerance of \( \epsilon = 16 \) (0.32 seconds), more than 97% of the cells are still considered to be correct. Depending on the application, this accuracy might still be acceptable.

### 4. Conclusions

In this contribution, we proposed MrMsDTW, a new MsDTW variant using rectangular shaped local constraint regions. It combines the block-by-block processing from online alignment techniques with a multiscale strategy. The introduced procedure has a constant memory requirement, being explicitly controlled by a memory restriction parameter. In addition, MrMsDTW basically yields the same alignments as a full DTW approach, even when restricting it to require only eight megabytes of memory. As a final remark, opposed to classical MsDTW, our presented procedure has the potential of being implemented in a parallel fashion as the individual local paths can be computed independently of each other. This would trade the explicit memory restriction for a better runtime performance.
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