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ABSTRACT

In music compositions, certain parts may be played in an improvisa-
tional style with a rather vague notion of tempo, while other parts are
characterized by having a clearly perceivable tempo. Based on this
observation, we introduce in this paper some novel audio features
for capturing tempo-related information. Rather than measuring the
specific tempo of a local section of a given recording, our objective
is to capture the existence or absence of a notion of tempo, a kind
of tempo salience. By a quantitative analysis within an Indian music
scenario, we demonstrate that our audio features capture the aspect
of tempo salience well, while being independent of continuous fluc-
tuations and local changes in tempo.

Index Terms— Audio, Music, Tempo, Salience, Analysis, Seg-
mentation, Classification

1. INTRODUCTION

Tempo and beat are fundamental aspects of music, and the auto-
mated extraction of such information from audio recordings consti-
tutes one of the central and well-studied research areas in music sig-
nal processing [1, 2, 3, 4, 5, 6, 7, 8, 9]. When assuming a steady
beat and a single global tempo, many automated methods yield ac-
curate tempo estimates and beat tracking results [10, 11]. However,
the task becomes much more difficult when one deals with music
with weak note onsets and local tempo changes [6]. A discussion
of difficult examples for beat tracking can also be found in [12, 11].
Instead of extracting tempo and beat information explicitly, various
spectrogram-like representations have been proposed for visualizing
tempo-related information over time. Such mid-level representations
include tempograms [13, 14, 15], rhythmograms [16], or beat spec-
trograms [4, 17]. Cyclic versions of time-tempo representations,
which possess a high degree of robustness to pulse level switches,
have been introduced in [15, 17].

For certain types of music, however, there is hardly a notion of
tempo or beat. For example, this is often the case for music that
is played in an improvisational style. Even within a single com-
position, there may be parts with a rather vague notion of tempo,
while other parts are characterized by having a clearly perceivable
tempo and rhythm. As an example, let us consider the song “In
the year 2525” by Zager and Evans, which has the musical struc-
ture IV1 Vo Vs ViV Ve Vz BVRO, see Figure 1a. The song starts with
a slow contemplative intro, which is represented by the /-part. The
eight verse sections of the song, which are represented by the V-
parts, have a clear thythm with a well-defined tempo. Between the
seventh verse V7 and eighth verse V3, the improvisational style of
the beginning is resumed in the bridge part B—some kind of melan-
cholic retrospect.
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Fig. 1. (a) Musical structure of the song “In the year 2525” by Za-
ger and Evans. (b) Tempogram representation of the recording. (c)
Tempo salience feature. (d) Manual annotation of parts with a clear
rhythm and parts with a vague tempo.

In this paper, we deal with an aspect of tempo which we refer to
as tempo salience. Rather than measuring the concrete tempo of a
local section of a given recording, our objective is to capture the exis-
tence or absence of a notion of tempo. For our computations we start
with a mid-level representation known as cyclic tempogram [15]. As
our main technical contribution, we then derive several novel one-
dimensional audio features that locally measure the tempo salience,
see Figure 1c for an example. Note that it is not our objective to
determine the tempo itself. Instead the salience features should only
express the degree to which there may be any sense of a perceiv-
able tempo or not—irrespective of possible abrupt tempo changes or
continuous tempo fluctuations.

The remainder of this paper is structured as follows. In Sec-
tion 2, we further motivate our salience concept by considering a sce-
nario from Indian Carnatic music. We review in Section 3 the con-
cept of tempogram representations and then describe in Section 4 the
technical details for deriving our novel salience features from these
representations. Finally, in Section 5, we report on a some quantita-
tive evaluations that indicate the potential of our salience features.

2. MOTIVATING APPLICATION SCENARIO

As a motivating scenario for our features, we consider a music genre
that goes beyond Western music. Carnatic music plays an important
role in the culture of South India, where huge music festivals with
hundreds of concerts are held. Many of the large-scale compositions
performed at such occasions consist of several contrasting parts [18].
A typical example for structural parts of a Canatic music composi-
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Fig. 2. (a) Typical structure of a Carnatic piece of music. (b) Tem-
pogram representation of an audio recording. (c¢) Tempo salience
feature. (d) Manual annotation of parts with a clear rhythm and parts
with a vague tempo.

tion is shown in Figure 2. In an opening improvisational part, called
Alapana, the melodic mode (referred to as Raga) that underlies the
composition is introduced. The lead artist explores the melodic and
tonal material in an improvisational style with no clear rhythm in-
volved. In a second part, called Krithi, a lyrical composition is pre-
sented. Unlike the first part, the lead artist is accompanied by per-
cussive instruments that play some predefined rhythmic patterns de-
termined by the Tala (the rhythmic framework underlying the com-
position). Finally, in a closing part, called Thani-Avarthanam, the
percussionists take over and present their virtuosic skills. While ex-
ploring the nuances of the underlying Tala, the rhythms presented
by the percussionists are often of high speed involving complex and
syncopated patterns with many tempo changes.

One important observation is that in improvisational Alapana
part there is a very vague notion of rhythm and tempo. In contrast,
the Krithi and Thani-Avarthanam parts are of rhythmic nature with
a much clearer notion of tempo. While the tempo in the Krithi part
stays roughly constant, there may be sudden tempo changes in the
Thani-Avarthanam part, in particular between the various solo sec-
tions. One main motivation for designing tempo salience features
is to find low-dimensional representations that discriminate the first
part, the Alapana, from the other two parts, see Figure 2c. Opposed
to previously studied features, we want to design features that only
capture the salience while being more or less invariant to local tempo
fluctuations.

We want to mention that only little work has been done so far on
automatically segmenting Carnatic music recordings, even though
there is an explosion of available audio material thanks to video shar-
ing websites such as YouTube or Sangeethapriya'.

To segment such audio material, Sarala et al. [19] proposed to
use applause detection as a form of locating important segments in
a concert. Sarala and Murthy [20] extended this work to segment a
concert into separate pieces using the applause between two pieces
as a cue. Both contributions are based on the assumption that music
recordings have been performed in front of a live audience. Ranjani
and Sreenivas [21] used various features followed by a hierarchical
classification method to label the pieces in a concert into Alapana,

A non-commercial service specialized for the exchange of Indian Clas-
sical Music, see http://www.sangeethapriya.org

Thanam, Krithi, Viruttham, and Thillana. In this context, we hope
that our tempo salience features are a valuable extension to existing
audio features (MFFCs, spectral features, chroma features etc.) as
often used in automated segmentation and classification procedures.

3. CYCLIC TEMPOGRAM FEATURES

Our salience features are built on a mid-level representation referred
to as cyclic tempogram. In this section, following [15], we review
this concept while introducing some notation. Similar to the idea
of a spectrogram, a fempogram T : R x Rso — R>¢ is a time-
tempo representation of a given music signal. A large value 7 (¢, T)
indicates that the music signal has at time ¢ € R (measured in sec-
onds) a dominating tempo 7 € R~ (measured in beats per minute
or BPM). To increase the robustness while drastically reduce the di-
mensionality, one can convert a tempogram into a cyclic mid-level
representation, where tempi differing by a power of two are iden-
tified. More precisely, two tempi 71 and 72 are said to be octave
equivalent, if they are related by 7 = 2", for some k € Z. For
a given tempo parameter 7, the resulting tempo equivalence class is
denoted by [7]. The cyclic tempogram C induced by T is defined by

C(t7 [T]) = Zae[-r] T(taa)‘ (1)

Note that the tempo equivalence classes topologically correspond to
a circle. Fixing a reference tempo p (e. g., p = 60 BPM), the cyclic
tempogram can be represented by a mapping C, : R x Rsg — Rx>g
defined by

Cp(tv S) = C(t7 [5 : P]), (2)
fort € Rand s € Rq. Note that C,(t,s) = C,(t,2"s) for k € Z
and C, is completely determined by its relative tempo values s €
[1,2). An example for a cyclic tempogram is shown in Figure 3a.

So far we have assumed that the time and tempo parameters are
continuous. In practice, one computes a cyclic tempogram only for
a finite number of time points ¢ and a finite number of relative tempo
parameters s. In the following, let IV be the number of time points
(corresponding to frames) and M the number of considered scaling
parameters (logarithmically spaced on the tempo axis). By abuse
of notation, let C,(n, m) denote the values of the cyclic tempogram
for discrete time parameters n € [0: N — 1] and relative tempo
parameters m € [0 : M — 1], see [15] for details.

There are different ways for computing tempograms and its
cyclic versions. In the following, we use a cyclic tempogram com-
puted from an autocorrelation tempogram as described in [15, 7].
There are three main parameters, which specify the length L (mea-
sured in seconds) of the analysis window used in the local auto-
correlation, a hop size parameter that determines the final feature
rate F (measured in Hertz) of the tempogram, and the number M
of relative tempo parameters that determines the dimension of the
feature vectors. In our setting, using L = 16 sec, F's = 5 Hz, and
M = 15 turned out to be a reasonable setting in the experiments,
which are further discussed in Section 5.

4. SALIENCE FEATURES

In this section, we introduce our novel salience features based on the
tempogram features. Recall from Section 2 that the improvisational
Alapana part of a Carnatic composition tends to have no strong no-
tion of tempo, opposed to the Krithi and Thani-Avarthanam parts.
This observation is reflected well by the cyclic tempogram of the ex-
ample shown in Figure 3a. In the Alapana part, the tempogram looks
rather diffuse having no single large coefficient that would indicate
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Fig. 3. (a) Discrete version of a normalized cyclic tempogram rep-
resentation based on an autocorrelation tempogram using the param-
eters L = 16 sec, Fs = 5 Hz, and M = 15. (b) Entropy feature
H(X). (c) Feature £7* with A = 1 (blue) and A = 100 correspond-
ing to 20 sec (red). (d) Feature M with A = 1 (blue) and A = 100
(red). (e) Feature fTI s With 7 = 0 and A = 1 (blue, size of binary
values reduced for visibility reasons) and A = 100 (red). (f) fTI, N
with 7 = 1. (g) Manual segmentation of the recording. The white
areas indicate transition regions (often pauses, sometimes used for
tuning the instruments) between the respective parts.

the presence of a specific tempo. In contrast, most of the tempo vec-
tors that belong to the Krithi and Thani-Avarthanam parts possess a
dominating entry. Furthermore one can notice that the tempo class
of the dominating entry may vary over time, which reflects the fact
that the tempo is changing.

It is our objective to capture the property of having a dominating
tempo regardless of the specific value of the tempo or a possible
change in tempo. In the following, we refer to this property as tempo
salience. We now describe several kinds of salience features derived
from a tempogram representation.

A first idea is to apply the concept of entropy, which is usually
used to express the uncertainty when predicting the value of a ran-
dom variable. For a probability vector p = (po,...,pnm—1)" €
R, the (normalized) entropy is defined by

H(p) = — (N0 pm logy(pm)) / logy (M), 3)

which assumes a maximal value of one if the vector p corresponds
to a uniform distribution and a minimal value of zero if the vector

p corresponds to a dirac distribution. In our scenario, we normalize
the columns of the cyclic tempogram C, € RY*™ with regard to
the Manhattan norm to obtain a matrix X € [0, 1] **_ Then, each
column X[n] € RM™ n € [0: N — 1], of X can be interpreted as a
probability vector. Applying the entropy to each column, we obtain
the sequence

H(X) := (H(X][0]), ..., H(X[N —1])) “)

of numbers (X [n]) € [0,1], see Figure 3b for an example. As a
measure of salience (rather than one of uncertainty), we consider 1 —
H(X). Further smoothing this sequence by applying an averaging
filter of some length A € N yields our first feature that we refer to
as fi*. As demonstrated by Figure 3c, this feature has the desired
property of being close to zero in the Alapana part and much larger
in the other parts, see Section 5 for a more detailed investigation.
As an alternative to the entropy, one may also look at the differ-
ence of the maximum value and the median value of a probability
vector. This yields a number
spm-1} ()

M(p) := max{po,...,pm—1} — median{po, . . .

in the interval [0, 1], which assumes the value O in the case that p
is a uniform distribution and the value 1 if p is dirac distribution.
Applying M to each column of X gives us an indication of tempo
distribution. By smoothing the resulting sequence with an averaging
filter of length A € N yields our second feature we refer to fi!. As
illustrated by Figure 3d, this feature behaves similarly to f7°.

Next, we introduce a conceptually different salience feature,
which measures a kind of density of abrupt and significant tempo
changes. To this end, we first compute the maximizing tempo index
for each column of X:

maX(

m™ () = argmas,, c a1 (X (n,m)). ®)

Then the idea is to look at differences of the resulting sequence of
tempo indices over subsequent time frames. However, when com-
puting these differences, one needs to take into account that we
are dealing with cyclic tempogram features. Therefore, we define
a cyclic distance by setting

d¥(m1,mz) :=min {|m1 — ma|, M — |m1 —ma|} (7)
for m1, ma € [0 : M — 1]. Based on this definition, we define
Z(n) :=d™(m™™(n),m™*(n — 1)) (8)

forn € [1: N — 1]. Intuitively, any value Z(n) > 0 expresses that
there has been a tempo change at time n. Smooth tempo changes and
small local tempo fluctuations (see, e. g., the Krithi part in the tem-
pogram of Figure 3a) may result in a value Z(n) = 1. Therefore, be-
ing interested in measuring abrupt tempo changes rather than small
deviations, we introduce a tolerance parameter 7 € Np and define
the feature fZ by setting

fE(n) :={ 0

As before, applying an averaging filter of length A € N yields a
feature we refer to as ff - These definitions are illustrated by Fig-
ure 3e, which shows the binary feature fZ for 7 = 0 and its averaged
version fg A using A corresponding to 20 sec. Note that, for illustra-
tion purposes, we scaled down the features by a factor of 20 (blue
bars in Figure 3e,f). One important observation is that this density
feature tends to assume large values in sections with a diffuse tempo

if Z(n) <7,
if Z(n) > 7. ©)



(such as in the Alapana part). In such noise-like sections, the maxi-
mizing index randomly jumps from frame to frame, which results in
many non-positive values of Z. Using a tolerance parameter 7 = 1
results in the features shown in Figure 3f. In this case, smooth tempo
changes as occurring in the Krithi and Thani-Avarthanam parts do
not contribute to the density feature.

5. EVALUATION

In this section, we report on a quantitative evaluation of our tempo
salience features within the Carnatic music scenario. In our exper-
iments, we used music recordings of good audio quality from the
Sangeethapriya website®. In total, our dataset consists of 15 main
pieces from various Carnatic concerts with an overall duration of
more than 15 hours. We manually annotated the music recordings
and determined the segment boundaries for the Alapana, Krithi and
Thani-Avarthanam parts. For reproducibility, the available links to
the audio material, which has been published by Sangeethapriya un-
der a creative common license, as well as the annotations can be
found on a website>.

Based on this annotation, we computed some statistics to inves-
tigate how well the three different musical parts are characterized
by our tempo salience features. To this end, we first computed for
each audio file cyclic tempogram representations®. Based on these
representations, we computed the salience features as introduced in
Section 4. Then, for each of the features, we computed the average
feature value and its variance for each of the three parts separately.
These values, in turn, were averaged over the 15 different pieces.
As a result, we obtained for each salience feature and each part a
mean 1 and a standard deviation o. These results are shown in Fig-
ure 4. Note that, rather than the absolute values, the relative relation
between the values across the three different parts are of interest. °

First, let us have a look at the statistics for the features f3* and
M. As can be seen from Figure 4, the mean statistics of fIt as-
sume a value of 0.0031 for the Alapana part, which is roughly ten
times smaller than the value 0.0314 for the Krithi part and the value
0.0238 for the Thani-Avarthanam part. Also, the standard deviation
@ for f7¢ shows a similar trend: it assumes the value 0.0021 for the
Alapana part, which is much lower than the value 0.0168 for the
Krithi and the value 0.0184 for the Thani-Avarthanam part. Recall
from Section 4 that the feature fi* measures the column-wise en-
tropy of a normalized tempogram. Therefore, a low value of fit
indicates a flat distribution (no clear notion of a tempo), whereas a
high value indicates a dirac-like distribution (the presence of a dom-
inating tempo value). The average values of f5¢ in the three parts
exactly reflect the musical property that there is no sense of tempo in
the Alapana part, whereas there is a clearly perceivable tempo (ei-
ther constant or changing) in the other two parts. For the feature f3!,
one can observe similar trends as for f3*. Both features are suitable
for discriminating the Alapana part from the other two parts.

Next, we examine the behavior of the features f(i 5 and ff A As

’http://www.sangeethapriya.org

3www.audiolabsferlangen.de/resources/MIR/ZOlS_
ICASSP_CarnaticMusic

“4For the computation we used the MATLAB implementations supplied
by the Tempogram Toolbox, see [22].

5Additional]y, to show that the discrimination between the rhythmic
Krithi/Tani parts and the non-rhythmic Alapana part is statistically signifi-
cant, we performed a one-way ANOVA (Analysis of Variance) test [23]. We
obtained p-values of 0.0034 and 0.0098 for the features f;{ and f)/\V‘, re-
spectively. Furthermore, we obtained very low p-values below 0.00001 for
the features f({ 5 and fi A
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Fig. 4. Mean [z (red line) and standard deviation & (blue box) of
various salience features shown for the three different parts Alapana
(A), Krithi (K), and Thani-Avarthanam (T).

shown by Figure 4, these features also assume quite different values
in the Alapana part compared to the other two parts. However, this
time the features assume comparatively high values in the Alapana
part. For example, the mean of f017 » 1s 0.1061 for the Alapana
part, which is much higher than the mean value 0.0245 for Krithi
and 0.0348 for Thani-Avarthanam part. The relative differences be-
tween the parts become even larger for the mean values of the feature
ff - Recall from Section 4 that the features f(f  and flz, , measure
some kind of density for tempo changes by considering differences
of maximizing bin indices between subsequent frames. Since the
tempogram in the Alapana part is rather diffuse, the maximizing en-
tries are unstable leading to more or less random jumps when con-
sidering subsequent frames. This results in large values of f({ » and
ff »- In contrast, there usually exists a dominating tempo in the
Krithi and Thani-Avarthanam part for most of the frames, which
results in a more or less constant sequence when considering maxi-
mizing bin indices in the columns of the tempogram. Small tempo
fluctuations may lead to bin differences of plus or minus one, which
are filtered out when considering the feature flz A~ As a result, only
occasional index jumps due to abrupt and significant tempo changes
are captured by this feature. Since such tempo changes are rare in the
Krithi and Thani-Avarthanam part, the overall mean values are small
compared to the Alapana part. Interestingly, the mean and standard
deviations of Figure 4 also indicate that abrupt tempo changes seem
to occur more often in the final Thani-Avarthanam part compared to
the Krithi part.

6. CONCLUSIONS

In this paper, we have introduced several novel audio features that
capture a musical property we referred to as tempo salience. By
means of the Carnatic music scenario, we demonstrated that these
features reflect well whether there is a notion of a clear tempo or
not. Besides their discriminative power, our salience features also
have the benefit of having a low dimensionality and of possessing a
direct musical interpretation. Therefore, we expect that such features
are a valuable extension to existing audio features that correlate to
other types of information such as instrumentation, timbre, or har-
mony. In future work, we plan to apply our salience feature for var-
ious audio analysis, classification and segmentation tasks including
Indian music and beyond.
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