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ABSTRACT
Open datasets with annotated corpora are crucial to foster research in music informa-
tion retrieval (MIR) studies and to disseminate knowledge towards musicians and the
general public. Many groups have published corpora, at times accompanied by spe-
cific visualization interfaces. However, achieving a cohesive access to such a diverse
range of data poses a significant challenge. Dezrann is an open-source web plat-
form to interact with corpora while sharing music and music analysis in the form of
scores, images, audio files (waveforms), video files, and annotations. We present how
we render through this platform ten curated corpora published in the last years in
the MIR community, gathering 1500+ pieces and 35000+ annotations. These corpora
include works by Bach, Mozart, Beethoven, and Schubert, lieder from the 19th century
by female composers (OpenScore Lieder), jazz solo transcriptions (Weimar Jazz
Database), piano rolls (SUPRA), Georgian sacred songs (Erkomaishvili dataset), and
Slovenian folk song ballads. Showing these corpora with the cross-modal synchroniza-
tion enabled by the platform improves the way to hear, study, and annotate music.
This opens up new possibilities for corpus annotation and analysis in musicology and
computer music research, enhances music education, fosters the promotion of music
diversity, and facilitates collaborative score editing and correction.
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1 INTRODUCTION

1.1 MUSIC ANALYSIS AND ANNOTATION
Music analysis often includes music annotation, which
involves adding various elements, such as text, symbols,
graphicalmarkings (including colors, highlights, lines, and
arrows), to a score or other music representation. In
this study, we refer to these elements as labels. They
may indicate patterns, harmonies, similarities, texture,
structure, form, or other musical concepts, serving as a
means to document, analyze, and interpret musical con-
tent. Some consider that annotating music aligns with
what Nattiez (1975) describes as a ‘neutral’ perspective
on the score, potentially free from historical, compara-
tive, or aesthetic viewpoints. But it can also be linked to
insights on the cultural and historical context inwhich the
music was created, improvised, composed, and/or per-
formed. Music annotation serves a wide range of pur-
poses, including teaching, performing (Winget, 2008),
composing, researching, and even facilitating a deeper
personal connection to and enjoyment of music.

1.2 MIR CORPUS ANALYSIS
Music information retrieval (MIR) researchers often anno-
tate music corpora for studies in systematic musicology,
computational music analysis, and/or music generation.
These annotations can be used to develop and evalu-
ate computational models. In combination with the raw
(audio, video, symbolic) music data, these annotations
serve as ‘ground truth’ or reference datasets that are cru-
cial for developing and evaluating computationalmodels.
For instance, corpora with harmonic annotations may be
used to train and testmodels for harmonyprediction or to
help with other tasks, such asmusic generation based on
harmonic constraints (de Berardinis et al., 2023; Gotham
et al., 2023b; Le et al., 2025; Wang et al., 2024).

However, the very process of annotating and releas-
ing a corpus requires substantial effort and is of funda-
mental importance to research. Annotating a music cor-
pus requires researchers to make deliberate decisions on
how to model and encode annotations in a way that
serves their research goals in musicology, MIR, and/or
computer science (Gotham and Ireland, 2019; Panteli et
al., 2018; Peeters and Fort, 2012; Savage, 2022). This pro-
cess leads to new insights and questions about themusic
itself and involves trade-offs between simplicity, accu-
racy, and expressiveness. For the sake of reproducibility,
any annotation work should detail its methodology, indi-
vidual decisions, and trade-offs, including how it handles
ambiguous cases.

For example, working on harmony annotation requires
selecting an encoding/taxonomy for chord labels, such
as Roman numerals or pitch-class sets. As researchers
engage in annotating the corpus, they may encounter
challenges, such as a passage that is harmonically
ambiguous inways theyhadnot consideredbefore. These

puzzles raise research questions about the structure and
meaning of the music, inspiring the development of new
modeling approaches or analytical techniques.

1.3 MODELING ANNOTATIONS AND MUSIC
KNOWLEDGE
The approach to modeling music annotation is itself an
active area of research. Lewis et al. (2022) proposed a
generic framework for annotating music content, orga-
nized into three layers arising from musicological needs.
The evidence objects layer refers to resources. The musi-
cal objects layer serves as an intermediary between
resources and musicological work, particularly by mod-
eling how resources are divided or grouped. Finally, the
musicological object layer allows researchers to docu-
ment their work using Web Annotations for recording
observations, relationships, and commentaries. Addition-
ally, they explore various methodologies for annotating
music, with a specific focus on some of the datasets pre-
sented here, including the Schubert Winterreise Dataset
(Section 3). In the context of the European funded project
TROMPA,¹Weigl et al. (2021a) focused on interconnecting
existing public-domain digital music resources through a
knowledge graph andWeigl et al. (2021b) on a model for
exchangingannotationsusingSolidPods.Othersignificant
efforts towards unifyingmusical data and knowledge are
found in the LinkedMusic Project,² in particular, to create a
flexiblemetadata schema, including the HaMSE ontology
(de Berardinis et al., 2022; Lewis et al., 2022; Poltronieri
and Gangemi, 2022), and in theMusic Meta Ontology and
ChoCo meta-corpus (de Berardinis et al., 2023).

1.4 CURATED MIR RESEARCH CORPORA
There have been a number of music corpora published by
MIR researchers in recent years. The MIR-datasets repos-
itory³ lists more than 100 such datasets, many of which
offer multimodal data. They are valuable data for various
MIR tasks and, for some of them, also for musicology and
ethnomusicology, as reviewed by Panteli et al. (2018) and
Savage (2022).

Peeters and Fort (2012) emphasize the importance
of clearly defining curated research corpora, particularly
through detailed documentation of their methodology.
Similarly, Serra (2014) identifies five essential criteria for
curated research corpora: purpose, coverage, complete-
ness, quality, and reusability. Reproducibility, which is
critical for advancing research, relies on the availability
of data and code under open licenses. It also requires
effective software development practices, including test-
ing, documentation, packaging, and human organization
(McFee et al., 2019).

1.5 VISUALIZING, HEARING, AND INTERACTING
WITH CORPORA
Music annotation and analysis have traditionally been
carried out using paper scores and pencils, a method
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that remains both practical and highly efficient. However,
digital tools offer enhanced possibilities, enabling cross-
modal interactions between scores, audio files, images,
annotations, and potentially other types of data.

Synchronizing such different sources of music repre-
sentationandencoding is a challenge fordigital platforms
(Garczynski et al., 2022; Thomas et al., 2012). The fields
of audio-score alignment and score following are actively
researched, both on models and on algorithms (Berndt,
2021; Cancino-Chacón et al., 2023; Müller et al., 2019).
Commonalignmentmethods includedynamictimewarp-
ingalgorithms(Ewertetal.,2009;Mülleretal.,2021;Thick-
stun et al., 2020) but also machine learning approaches
(Dorferetal.,2018).Thesestrategiesoftenrelyonchroma-
based features,whichcapture tonal contentby represent-
ing pitch class distributions over time. Chroma features,
extracted from either audio signals or symbolic represen-
tations,areaversatiletool foraligningandanalyzingmusi-
cal data. Multi-track information allows players to switch
between tracks (Zalkow et al., 2018).

It is common for researchers building music corpora
to develop visualization and playing interfaces in order to
allow users to interact with and explore data. Examples
of these projects include JazzTube (Balke et al., 2018),
the web players coming with the SUPRA (Shi et al., 2019)
and the Erkomaishvili (Rosenzweig et al., 2020) datasets,
and the E-Laute project for lute music from the German-
speaking area between 1450 and 1550 (Schöning et al.,
2025).

However, these interfacesareoften ‘one-shot’ designs,
signifying that they are specific to a particular corpus. On
the one hand, this approach allows for the development
of features tailored to that specific corpus. On the other
hand, it can be a limitation, as it may be challenging to
adapt the interface toworkseamlesslywithothercorpora.
Moreover, maintaining the interface over time becomes
a potential challenge as the corpus evolves or as the
project, including its funding, is completed.

Is it possible to interact in a unified way with a variety
of MIR corpora, potentially from multiple sources, such
as score, audio, and analyses? To both enjoy these cor-
pora and conveniently present examples and results from
musicological or MIR research, a solution is to develop
more general-purpose platforms designed for displaying
music corpora. These platforms should be agnostic to the
specific dataset being used.

Systems for digital humanities such as Telemeta4

or Dunya (Porter et al., 2013) allow collaborative
(ethno)musicology studies, including features for collab-
orative annotation. Sonic Visualiser5 or Audacity (Maz-
zoni and Dannenberg, 2002) provide the capability to
place markers, which can represent beats, measures,
or significant points—and allow further editing of these
markers. The trackswitch.js web audio player enables

switching between multiple audio tracks while display-
ing waveforms or other representations such as spec-
trograms (Werner et al., 2017). The CosmoNote web
platform, demonstrated in piano performances, enables
interaction withmarkers on audio data (Fyfe et al., 2022).
It visualizes piano rolls and waveforms, but also contin-
uous values like pedals, tempo, or other computed data.
The ianalyse6 software allows users to interact with and
annotate electroacoustic music pieces. Recently, Weigl
et al. (2023) proposed a web application to compare dif-
ferent recordings and annotate the score extending the
Music Annotation Ontology (Lewis et al., 2022).

Despite their strengths, some of these tools lack a
notion of (symbolic) musical time or do not give access
to diverse music collections. The Dezrann project aims to
provide such a cross-modal web platform for easy music
annotation and analysis for a wide range of musicians,
analysts, and researchers, including those with limited
programming skills and those working with large music
corpora.

1.6 CONTENTS AND CONTRIBUTIONS
This work details howwe havemade ten curated corpora
available in a reproducible manner through the Dezrann
platform, encompassing over 1500+ pieces and 35000+
analytical labels (Table 1). The platform presents meta-
data for corpora and pieces, and shows music in sev-
eral views, including scores (Lilypond/Verovio) and wave
forms/spectrograms, and allows users to interact with
labels on any of these views (Section 2). While we do not
introduce new annotation data here—these were pub-
lished in recent years—we have synchronized audio files
for certain corpora. Additionally, we have consolidated
and converted annotation and synchronization data into
a unified format for the platform, enhancing their ren-
dering, reproducibility, and overall usability. The platform
itself was refined and adapted throughout this process to
support these improvements (Section 3). Such a platform,
along with its curated data collection, has the potential
to support both MIR research, music pedagogy, and pub-
lic engagement. While discussing associated challenges
and future perspectives, we discuss issues related to cor-
pus selection, diversity in music research, open data,
reproducibility, and sustainability (Section 4).

2 BUILDING A WEB PLATFORM FOR
INTERACTING WITH ANNOTATED
CORPORA

In this section, we highlight key aspects of the Dezrann
platform, focusing on synchronization (Section 2.1)
and the management of piece and corpus metadata
(Section 2.2).

https://doi.org/10.5334/tismir.212
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Corpus, references, licenses Score annotations Synchronized audio

Bach Fugues
24 fugues, 1722
ODbL (annotations), CC-BY-3.0 (audio), YT (video)
(Giraud et al., 2015)

450 labels
fugue structure, cadences,
pedals

Two‡ complete audio/video recordings⋆
K. Ishizaka (Open Well-Temp. Clavier)
The Netherlands Bach Soc. (All of Bach)

Mozart Piano Sonatas
54 movements from 18 sonatas, 1774–1789
CC-BY-NC-SA-4.0 and ODbL (scores, annotations), YT
(audio) (Couturier et al., 2022; Hentschel et al., 2021)

17800+ labels
keys, harmony, cadences,
textures

Complete audio recordings⋆
K. Würtz (2006)

Mozart String Quartets
72 movements in 23 quartets, 1770–1790
? (scores), ODbL (annotations), CC-BY-NC-ND-3.0
(audio) (Allegraud et al., 2019)

2200+ labels
sonata form structure, keys,
cadences

Recordings⋆ for 8 mvts from 4 quartets
Borromeo String Quartet (2009)

First Movements of Classical Symphonies
24 first movements, 1779–1824
Various licences (scores), ODbL (annotations), Public
Domain (audio) (Le et al., 2022)

6000+ labels
sonata form structure, texture
analysis

Recordings⋆ for 6 mvts (Haydn)
The Royal Phil. Orchestra (1960)

19th-Century Lieder, Female Composers
170 lieder (OpenScore Lieder), 1780–1920
CC0-1.0 (scores, annotatios), YT (audio) (Gotham and
Jonas, 2021; Gotham et al., 2023b)

4900+ labels
tonality, harmony, phrases
on 53 pieces

Recordings⋆ for 25 lieder
(Fanny Mendelssohn)
L. Kolb, A. Shrut (1992)

Schubert Winterreise
24 lieder, 1827–1828
CC-BY-3.0 (scores, annotations), PDM-1.0, CC-BY-NC-
ND-3.0 (audio) (Weiß et al., 2021)

2400+ labels
structure, keys, harmony

Two‡ complete recordings
G. Hüsch, H.-U. Müller (1933)
R. Scarlata, J. Denk (2006)

SUPRA Piano Roll
456 piano rolls, 1905–1928
CC-BY-NC-SA-4.0 (Shi et al., 2019)

– Rendered expressive audio

Slovenian Folk Song Ballads
404 transcriptions of ballads, 1819–1995
CC-BY-NC-SA-4.0 (Borsan et al., 2025)

2000+ labels
contour, structure, harmony

23 historic recordings⋆

Weimar Jazz Database
333 transcriptions of jazz solos, 1925–2009
ODbL (scores, annotations), YT (audio) (Pfleiderer et al.,
2017)

1200+ labels
form, chords, phrases,
midlevel units

228 historic recordings (1925–2009)

Traditional Georgian Sacred Music
101 3-voice songs with transcriptions, 1966
CC-BY-NC-SA-4.0 (Rosenzweig et al., 2020)

– 101 historic recordings
A. Erkomaishvili (1966)
4 files‡ per song, mix and sep. voices

Table 1 The first ten open corpora available through the Dezrann platform. Except SUPRA, all corpora have scores, and most of them
have some annotations and synchronized audio. For some corpora, the platform only includes a part of the original corpus. In partic-
ular, the ‘annotations’ column displays the number of analytical labels visible through Dezrann—usually labels on scores describing
patterns, harmony, and/or structure. Datasets with audio components often include additional annotations, such as note-wise onsets
(here incorporated into the synchronization) or even frame-wise annotations. New synchronizations were done through the platform
(⋆). All the other data were published elsewhere and were here adapted for the platform. Some corpora have pieces with multiple
audio (‡). The https://doc.dezrann.net/status web page shows the live status of each corpus as well as links to download data. Further
documentation to rebuild the corpora is available from https://doc.dezrann.net/rebuild.

2.1 SYNCHRONIZING SCORES, AUDIO, AND
ANNOTATIONS
On the platform, users can interact with synchronized
scores (or other visual representations), audio, and labels,
all aligned across multiple views (Figure 2). Musical time,
measured in quarter notes from the beginning of a
piece, serves as the central reference for synchronization
(Figure 1). Users are generally unaware of this reference,
as they directly select points on the score.Moreover,while
the selected corpora generally follow a straightforward
musical timeline, corpora without such a reference can

instead use audio time (measured in seconds) as an alter-
native. Depending on the corpus, the available data may
include:

• Scores, produced from krn/MusicXML/MEI files by
music21 (Cuthbert and Ariza, 2010) and Verovio
(Pugin et al., 2014) or Lilypond,7 or autographs. More
generally, the platform can handle any other
graphical document, as, for example, piano rolls
(see, in the next section, the SUPRA dataset). Such
sources need synchronization between the musical

https://doi.org/10.5334/tismir.212
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score
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waveform
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(c)

(a)
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Figure 1 Overview of synchronization types within the Dezrann platform: (a) synchronization between musical time (in quarter
notes and measures) (Gotham et al., 2023a), (b) image-to-musical-time alignment, (c) audio-to-musical-time alignment, and
(d) image-to-audio-time alignment. Plain arrows indicate straightforward synchronizations with only two reference points (e.g.,
an audio file with a constant tempo) or those automatically handled by the rendering software. Dashed arrows represent
synchronizations that may be derived from explicit data, inferred via Optical Music Recognition (OMR) or score/audio alignment, or
manually adjusted using the synchronization editor.

Figure 2 Fugue in Eb Major BWV 852 by J.-S. Bach, https://www.dezrann.net/~/bach-fugues/bwv852. The score is synchronized with
two performances by Pieter-Jan Belder (left, harpsichord, Netherlands Bach Society) and Kimiko Ishizaka (right, piano, https://welltem
peredclavier.org) as well as annotation labels on fugue analysis (Giraud et al., 2015). As both recordings are synchronized to the
musical time, the playback can be switched from one performance to another one.

time and, for a specific source layout, the graphical
position (in pixels).

• Audio/video content (rendered through the HTML5
<audio> tag, or through a YouTube player), possibly
with representations such as waveforms or
spectrograms produced by ffmpeg8 and librosa
(McFee et al., 2015). Such sources need
synchronization between the musical time and the
audio time (Figure 2).

• Analytical labels, based on musical time, describing
concepts such as harmony, patterns, texture, or
structure. The platform is agnostic to the specific
ontology of such labels, accommodating the varying
hermeneutics in which different studies model music
(Figure 3).

Although we prefer to host corpora having scores,
audio/video, and annotations, some of the corpora only
have two of the three.

Going back to the three layers proposed by Lewis et
al. (2022), the labels in Dezrann function as observations
within themusicological objects layer, linked to resources
from the evidence objects layer (such as scores and other
sources, with metadata for references). The ontology of
labels themselves aligns with the musical objects layer
but remains largely dependent on the methodology and
structure of each corpus. The key difference in Dezrann
is that labels are based on musical time, meaning they
are anchored to specific beats or measures rather than
purely structural or ontological relationships. While this
approach may not cover all possible cases, it provides a

https://doi.org/10.5334/tismir.212
https://www.dezrann.net/~/bach-fugues/bwv852
https://welltemperedclavier.org
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Figure 3 Four musical pieces analyzed with different focuses
and ontology conventions: (a) Symphony No. 101 ‘The Clock’ by
J. Haydn, annotated with texture labels (Le et al., 2022); (b)
‘Gondellied’ by Fanny Mendelssohn, featuring harmonic analysis
(Gotham and Jonas, 2021); (c) ‘Die Wetterfahne’ by Franz
Schubert, analyzed harmonically (Weiß et al., 2021); and (d)
‘I Fall in Love Too Easily’, a transcription of Chet Baker’s trumpet
solo from the Weimar Jazz Database (Pfleiderer et al., 2017).

simple and practical way to synchronize annotationswith
various musical sources.

The front-end interface, as detailed in Garczynski
et al. (2022), is built using the Vue.js framework9 with
renderless behavior slots. Such slots provide a flexible

way to inject custom rendering logic into web compo-
nents, making it easier to adapt the user interface to
different use cases. By default, all views remain syn-
chronized, supporting both playback and analysis appli-
cations. However, an edit mode allows users to modify
synchronization data on one source while keeping the
others unchanged.

A key design decision was to handle synchronization
for all source images using pixel coordinates, enabling
fast user interaction and ensuring consistent alignment
across different visual representations. For rendered
scores, these coordinates are derived using Verovio’s
SVG output, generated with carefully controlled layout
parameters, by retrieving the bounding boxes of rele-
vant score elements via their xml:id. For other sources,
the coordinates are obtained through various (semi-)
automated or even manual methods.

2.2 ENCODING AND EXPLORING METADATA AND
QUALITY
Ensuring well-structured, accurate, and comprehensive
metadata is essential for researchers who may use it in
their own studies. To enhancemetadata consistency and
usability, we extended and refined the metadata of the
ten corpora in two key areas:

• Metadata for individual pieces: While published
corpora often contain structured metadata,
integrating them into a unified platform requires
additional standardization, particularly in titles and
collections.

• Metadata for each corpus: This includes historical and
musicological context, as well as assessments of
data quality and availability. Many MIR corpora are
not exhaustive and may lack certain pieces, making
transparency about their completeness essential.

The metadata structure varies by corpus and is fully
accessible through the platform. Additionally, the plat-
form’s corpus and developer documentation (https://doc
.dezrann.net) provide detailed metadata guidelines and
integration instructions. Advice is provided to ensure ref-
erences to existing publications and databases when-
ever possible, using identifiers such as RISM numbers
or MusicBrainz IDs to precisely identify musical sources,
enhancing traceability.

2.2.1 Licenses
Metadata includes licensing information for individual
sources, encoded using SPDX10 strings. Since a score,
audio file, and annotation for the same piece may have
different licenses, this distinction is explicitly recorded.
While open data are preferred, the platformalso supports
YouTube integration, allowing synchronization with non-
free audio/video content.

https://doi.org/10.5334/tismir.212
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2.2.2 Quality assessment
Various parameters define the quality of both individual
pieces and entire corpora (Figure 4). Quality is evaluated
across multiple aspects, including score accuracy, audio
fidelity, synchronization precision, annotation accuracy,
curation level, and source reliability. These assessments
help users understand the strengths and limitations of
each dataset.

Ideally, all corpora wouldmaintain high quality across
all aspects. However, in practice, quality can vary, and its
evaluation is often subjective, depending on the research
goals or use case. In some contexts, sub-optimal ele-
mentsmay still be valuable, for example, a readable score
lacking dynamics, a bar-level synchronization with audio,
a historically significant but noisy recording, or draft or
automated annotations that have not yet been curated.

Figure 4 Some quality criteria applied to corpora
(quality:corpus, top block) and individual pieces (bottom
blocks). The complete list of quality criteria is available at https:
//doc.dezrann.net/quality. Additionally, the corpora status
page, at https://doc.dezrann.net/status, provides a summary of
quality values for each corpus.

Additionally, within a single corpus, qualitymay be incon-
sistent across pieces, often due to encoding challenges or
annotation complexities.

Rather than striving for uniform quality across all
pieces and corpora—an unrealistic goal—we focus on
accurately describing their quality, while acknowledging
that such assessments remain somewhat subjective. This
transparency allows researchers to understand corpus
limitations and make informed decisions about its suit-
ability for their work.

Quality information is also integrated into the plat-
form’s functionality. For instance, the playback cursor
adapts based on the quality of score/audio synchroniza-
tion, offering measure-level highlighting for lower preci-
sion synchronizations and more detailed tracking when
higher precision data are available.

2.2.3 Exploring corpora and pieces
The platform provides an overview of available corpora
and individual pieces, incorporating relevantmetadata to
highlight data availability (Figure 5 and Appendix). The
interface and some metadata, including corpus descrip-
tions, are available in simplified Chinese, Croatian, Ger-
man, English, French, Greek, Italian, and Slovenian, mak-
ing the platform widely accessible.

3 INCLUDING ANNOTATED AND
SYNCHRONIZED CORPORA

The Dezrann platform currently hosts ten curated open
corpora (Table 1). The policy for corpus selection and
integration is detailed in Section 4.2. Each corpus is
here accompanied by a historical, musical, and scholarly
introduction, available both in the appendix and on the
platform. These corpora originate from seven different
research teams/labs worldwide, each employing distinct
approaches to modeling and encoding annotations and
synchronization. Building on examples from these cor-
pora, we highlight key challenges related to adapting and
transforming the original data, integrating annotations
and synchronizations into the platform, and addressing
data availability and reproducibility.

3.1 GATHERING SCORES AND ANNOTATIONS
WEIMAR JAZZ DATABASE (WJD)
MOZART PIANO SONATAS
In most corpora, scores were readily available, but a
common challenge was selecting the highest-quality
scores that rendered correctly in Verovio, sometimes
requiring updates. When such updates are needed,
the final scores are available in our repositories. Note
that updates to upstream sources, or improvements or
changes to Verovio, pose challenges for long-term repro-
ducibility. Additionally, integrating existing annotations
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Figure 5 (Top) Extract of the corpora list on https://dezrann.net/corpora, where each corpus is presented with a motto text and a link
to a showcase piece. (Bottom) Detailed view of the ‘19th-Century Lieder’ from Female Composers corpus on https://dezrann.net/explo
re/openscore-lieder, displaying the corpus description (localized here in Croatian) and a list of included pieces.

often necessitated developing parsers or converters to
ensure compatibility with the platform.

Some corpora required special attention. The WJD
provides scores and annotations in a database format
(Pfleiderer et al., 2017), which was converted using
the melospy tool provided by the WJD. For the Mozart
Piano Sonatas, two separate research groups created
annotations in different formats (Couturier et al., 2022;
Hentschel et al., 2021). These analysis files were merged,
and the platform now allows users to switch between the
different analyses seamlessly while displaying the source
of the annotations.

3.2 HAVING RELIABLE REFERENCES IN SCORES
MOZART PIANO SONATAS
19TH-CENTURY LIEDER FROM FEMALE
COMPOSERS
TRADITIONAL GEORGIAN SACRED MUSIC
Accuratemusic analysis requires the ability to unambigu-
ously reference specific points in a score. In two corpora,
we addressed this by usingmeasuremaps (Gothamet al.,
2023a) to encode consistent and reproducible measure
numbers. For unmetered music, additional challenges
arise, as seen in the Erkomaishvili dataset. To establish a
precise reference system, we adopted the ‘quarter note
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reference’ (Rosenzweig et al., 2020), which counts quar-
ter notes from the beginning of the piece. This approach
provides an abstract yet reliable method for pinpointing
locations throughout the score.

3.3 DISPLAYING LARGE SCORES
FIRST MOVEMENTS OF CLASSICAL SYMPHONIES
Orchestral music presents unique challenges due to its
large scores, which in this corpus contain up to 20 staves
(Figure 3a).

To optimize performance, we excluded the full .svg
rendering in the score preview used for score naviga-
tion, as displaying the entire score at this resolution was
not legible or efficient. Instead, the textural data pro-
vide sufficient structural information to facilitate naviga-
tion through the score. Looking ahead, we are working
on enhancing the platform’s efficiency in handling such
complex and large-scale scores.

3.4 MODELING AND DISPLAYING METADATA AND
CONTEXT
19TH-CENTURY LIEDER FROM FEMALE
COMPOSERS
SLOVENIAN FOLK SONG BALLADS
For every corpus, important questions arise regarding
metadata and its presentation. Special attention is given
to underrepresented corpora, as properly handling their
metadata enhances their visibility and scholarly impact.

For instance, female composers have historically
received less academic attention compared to their male
counterparts, reinforcing the misconception that their
works are rare. The OpenScore Lieder corpus (Gotham
and Jonas, 2021) provides an important opportunity
to highlight compositions by prominent 19th-century
female composers (Figure 5). Similarly, the Slovenian Folk
Song Ballads corpus (Borsan et al., 2025) represents an
ethnomusicological collection, where metadata such as

regional origins and transcribers add valuable context.
Additionally, English translations of titles and first verses
were included to increase accessibility.

These two corpora illustrate key challenges in accu-
rately describing metadata, particularly for songs within
song cycles. The difficulty in locating some record-
ings highlights broader issues in the preservation and
promotion of these musical works. Finally, as with all
corpora, the descriptions (see appendix) provide the
essential extramusical context, particularly the historical
background. The availability of translations in eight lan-
guages further enhances visibility and accessibility.

3.5 SYNCHRONIZING OTHER GRAPHICAL DATA
SUPRA PIANO ROLLS
The 456 piano rolls from the Welte T-100 pneumatic
player piano system, included in the SUPRA dataset (Shi
et al., 2019), offer a fascinating example of image-based
music representations distinct from traditional scores
(Figure 8). The database contains synchronization data,
aligning the horizontal positions of the rolls with their cor-
respondingmusicalnotes—aprocessthatcloselyparallels
the synchronization between scores and musical time.

3.6 SYNCHRONIZING NEW AUDIO/VIDEO
RECORDINGS
BACH FUGUES
MOZART PIANO SONATA
MOZART STRING QUARTETS
FIRST MOVEMENTS OF CLASSICAL SYMPHONIES
19TH-CENTURY LIEDER FROM FEMALE
COMPOSERS
Some of the corpora were already published with syn-
chronized audio files, while for the remaining five corpora
(marked with ⋆ in Table 1), we selected and synchronized
audio/video recordings using the platform (Figure 6), pri-
oritizing open data whenever possible.

Figure 6 Dein ist mein Herz (Op. 7) by Fanny Mendelssohn, the OpenScore Lieder corpus (Gotham and Jonas, 2021), shown in the
synchronization editing process. Color coding is used to distinguish corresponding synchronization points. Regular points, such as
those on strong beats of each measure, can be added using ‘tap’ mode. Here, the synchronization is further refined by adding
additional points, for example, to account for a slowdown before the cadence.

https://doi.org/10.5334/tismir.212
https://www.dezrann.net/~/openscore-lieder/5987993


Ballester C et al. Transactions of the International Society for Music Information Retrieval DOI: https://doi.org/10.5334/tismir.212 130

Figure 7 Editing and filtering capabilities. (Top) Slovenian folk song ‘Lansko leto sem se vženiv’ (‘Last Year I Got Married’) with analytical
annotations from (Borsan et al., 2023). Each label can be selected and modified. (Bottom) First movement of Mozart’s Piano Sonata
K279.1, displaying annotations from two different sources (Couturier et al., 2022; Hentschel et al., 2021), which can be filtered based
on the annotation type.

Figure 8 Editing a harmonic analysis at the end of Träumerei
(Kinderszenen, Op. 15) by R. Schumann, based on a 1905 piano
roll from the SUPRA dataset, featuring a recording by Alfred
Grünfeld (Shi et al., 2019).

The synchronization process involved 175 audio files
across 151 pieces, carried out by 14 contributors. For
83 of these pieces, synchronization times were recorded,
showing a time range of 4 to 60 minutes per piece,
with an average of 14.3 minutes per piece. Future
improvements include enhancing and leveraging audio-
to-score alignment algorithms. Additionally, many cases
require handling repeats (Fremerey et al., 2010), partial

recordings, or partial scores, which adds complexity to
the synchronization process.

3.7 SYNCHRONIZING MULTIPLE AUDIO/VIDEO
RECORDINGS
BACH FUGUES
SCHUBERT WINTERREISE
TRADITIONAL GEORGIAN SACRED MUSIC
Each recording is synchronized to the score, with musical
time serving as the core reference on the platform. For
pieces withmultiple audio/video recordings (markedwith
‘‡’ in Table 1), users can seamlessly switch between dif-
ferent recordings during playback (Figure 2).

3.8 SYNCHRONIZING PARTIAL TRANSCRIPTIONS
WEIMAR JAZZ DATABASE (WJD)
SLOVENIAN FOLK SONG BALLADS
Transcriptions of orally transmitted or improvised music
are often incomplete, capturing only selected sections
of a performance. In the WJD, transcribed Jazz solos
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typically appear in the middle sections of pieces, while
in the Slovenian Folk Song Ballads corpus, transcriptions
often focus on the first verse. In both cases, the platform
enables users to listen to the full recording while follow-
ing a partial score, which highlights only the transcribed
sections. For consistency, we retained the WJD notation
convention, where the first fully transcribed bar of a solo
is labeled as bar 1.

4 DISCUSSION

4.1 USING THE PLATFORM IN RESEARCH,
PEDAGOGY, AND PUBLIC ENGAGEMENT
The Dezrann platform provides a rich set of features that
enhance music analysis, education, and public engage-
ment. Key functionalities include metadata search,
large-score browsing, label-based navigation, switching
between multiple audio/video recordings, and uniform
data access and download capabilities. Future perspec-
tives include user trials to further refine and enhance the
user experience. In this section, we highlight how these
features already support researchers, educators, and the
general audience,making the platforma versatile tool for
exploring and interacting with annotated music corpora.

4.1.1 Research applications
The integration of formal and harmonic analyses across
multiple corpora offers deeper insights intomusical struc-
tures. For instance, in the Schubert Winterreise Dataset,
users can identify and annotate motifs in the lieder or
engage in interpretative analysis.

For music analysts, musicologists, and MIR
researchers, the platform serves as a comparative tool,
allowing them to evaluate their analyses against exist-
ing ones. Additionally, new annotations generated by
researchers become a valuable resource for the com-
munity, enriching both the dataset and the analytical
perspectives available within the platform.

The platform also supports collaborative annotation,
with three corpora already developed directly within the
system. Annotations can be created while viewing or lis-
tening to the score (Figure 7). One notable example is
the texture annotations forMozart’s piano sonatas,which
were systematically annotated by a team of one annota-
tor and two reviewers (Couturier et al., 2022).

Looking ahead, a key goal is to enable anonymous
research submissions in MIR, systematic musicology, and
computational music analysis. This would allow review-
ers to directly assess algorithmic results within the plat-
form, fostering greater transparency and reproducibility
in music analysis research.

4.1.2 Pedagogical applications
Beyond research, the Dezrann platformmay play a signif-
icant role in education, offering a cross-modal approach

that enhances learning for students, educators, and per-
formers. Between 2021 and 2024, the platformwas used
in one-hour workshopswith over 300 school pupils across
15+ classes, focusing on selected pieces and supple-
mented by educational materials (Sauda et al., 2022). To
support flexible teaching, pedagogical sheets have been
created for certain works,11 but teachers can freely select
music and design their lessons according to their needs.
The platform supports different teaching environments:

• In a traditional classroom (with an interactive
whiteboard), teachers and students collectively
explore the music and its annotations.

• In a computer lab setting, individual students or
groups conduct self-guided analyses, which can later
be shared and discussed collectively.

By allowing students to interact with synchronized
scores, audio, and analytical labels, Dezrann encourages
active listening, musical exploration, and independent
learning.

4.1.3 Public engagement and cultural heritage
The platform’s multilingual interface and diverse cor-
pora contribute to public engagement, making anno-
tated music collections accessible to a global audi-
ence. Currently, Dezrann is part of the ANR CollabScore
project,12 within a collaboration with computer science
laboratories and institutions dedicated to music preser-
vation, including the Bibliothèque Nationale de France
and the Abbaye de Royaumont. A key objective of this
initiative is to develop interfaces for browsing historical
autographs, synchronized with scores and audio, thereby
bridging the gap between archival music collections
and digital scholarship (Guillotel-Nothmann et al., 2024).
By integrating interactive exploration tools, educational
resources, and collaborative research functionalities,
Dezrann fosters a deeper connection between historical
music traditions, modern analytical methods, and public
engagement.

4.2 FROM CORPUS SELECTION TO LONG-TERM
SUSTAINABILITY
We conclude by discussing key aspects of corpus selec-
tion, integration, and long-term maintenance within the
Dezrann platform, but, more generally, for MIR data and
software.

4.2.1 Corpus inclusion criteria, curation, and quality
Corpora included in Dezrann should meet the following
criteria:

• The corpus is documented in an MIR or musicology
publication, explicitly stating its purpose and
methodology.
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• The corpus ideally contains scores, audio/video, and
annotations (or at least two of these), along with
quality metadata.

• Data and metadata should be available under an
open-data license (or at least partially open, with
some content linked to external platforms).

• One or more curators/maintainers should oversee the
corpus integration, ensuring that metadata, links, and
references remain relevant and up to date.

The original authors of a corpus publication remain
responsible for the quality and accuracy of their data and
metadata.

4.2.2 Diversity in music research
One goal of Dezrann is to highlight diverse musical tra-
ditions. Historically, musicology and MIR research have
focused predominantly on Western classical music, par-
ticularly from the Baroque, Classical, and Romantic peri-
ods, and primarily on male European composers (Shuker,
2013; Solie, 1993). While the inclusion of folk music, jazz,
and works by underrepresented woman composers in
Dezrann represents progress, we acknowledge that these
efforts remain incomplete. We encourage both platform
maintainers and the broader research community to
actively engage with a wider range of musical sources,
fostering greater inclusivity in music research and corpus
development.

4.2.3 Corpus integration, data formats, and
reproducibility
Once a corpus is selected, its integration into Dezrann
requires making the original materials (scores, audio,
annotations) accessible, while adhering to the platform’s
technical and documentation standards, as stated on
https://doc.dezrann.net/new-corpus. This process often
requires scripting expertise to format and convert data for
compatibility.

Several authors, such as Gotham and Ireland (2019)
and Devaney (2020), emphasize the importance of uni-
form encoding formats to facilitate large-scale interdis-
ciplinary research. The standardization of corpus descrip-
tions and annotations into the JSON-based formats
aligns with this approach. When developing Dezrann and
this study, we always had in mind the goal of creating a
functional system capable of displaying and synchroniz-
ing diverse corpora while meeting specific technical con-
straints, which led us to develop these formats. While no
single existing ontology fully met our immediate needs,
we acknowledge that interoperability with established
ontologies could be improved. We are open to collabora-
tions to explore better integrations.

To enhance reproducibility, the platform also under-
goes continuous integration testing. A key objective is
to provide scripts for each corpus that can fully rebuild
the dataset for the platform.13 While this process is

challenging due to the diversity of data sources, it signifi-
cantly strengthens research reproducibility and promotes
open science practices. Several corpora are fully rebuilt
from long-term archives hosted on institutional reposito-
ries (a requirement for achieving the highest rating in the
quality:corpus criteria, see Figure 4), and efforts should
continue to further improve the archiving of the complete
collection.

Altogether, the platform aligns with the principles of
FAIR (Findable, Accessible, Interoperable, and Reusable)
data management (Moss and Neuwirth 2021). Imple-
menting andmaintaining these processes requires exper-
tise in data handling and software development. For
researchers without a computational background, col-
laboration with computer music specialists is strongly
recommended to facilitate data integration and ensure
methodological consistency.

Note also that some users likely want to benefit from
the platform’s features for a few pieces, or even a single
piece, without necessarily considering questions of repro-
ducibility. Ongoing work is being done to allow flexible
usage and the addition of scores or other music sources
by non-technical users.

4.2.4 Open data and accessibility
Openly licensed corpora play a crucial role in advancing
MIR research, as they enable other researchers to extend
and build upon existing work. A persistent challenge in
MIR is the lack of open ‘primary data’, particularly for
large-scale audio collections. Without an open database
of millions of recordings, academic MIR research remains
constrained.

Currently, approximately half of the Dezrann cor-
pora includes audio recordings under open licenses, while
the remaining recordings are accessible via YouTube.
Although linking to proprietary platforms is a common
practice in MIR, it raises concerns regarding reproducibil-
ity and long-term accessibility.

For example, the WJD contains transcriptions of jazz
solos, but the original recordings cannot be openly pub-
lished. Instead, the transcriptions themselves serve as
‘primary data’. The JazzTube project (Balke et al., 2018)
linked WJD metadata to YouTube videos, but as of 2025,
less than 250 out of the original 329 videos remain avail-
able.14

This situation raises important questions about the
sustainability and accessibility of research resources.
Beyond ensuring long-term material availability, reliance
on for-profit platforms introduces ethical concerns and
conflicts with the principles of open science that we strive
to uphold. On the one hand, the research community
should actively work toward producing and supporting
more open-access audio resources. On the other hand,
historically significant recordings, while not freely avail-
able, remain highly valuable for research and education.
Although this is not an ideal solution, maintaining and
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regularly testing/updating links to commercial platforms
enables us to continue offering meaningful cross-modal
interactions with annotated musical content, ensuring
broader accessibility while navigating the constraints of
proprietary data.

4.2.5 Sustainability and long-term maintenance
The long-termmaintenance of Dezrann faces challenges
similar to those of corpus-specific platforms. While the
technical and scientific leads of the platform hold perma-
nent positions, they are also engaged in other projects,
which may impact sustained development efforts. How-
ever, we firmly believe that a few general-purpose plat-
forms featuring diverse corpora, especially when built as
open-source initiatives, are ultimately more efficient and
sustainable than multiple isolated, corpus-specific plat-
forms. To support this development, we actively seek
funding for open science projects. Additionally, compre-
hensive documentation on platform installation and cor-
pus integration enables other research groups to deploy
and maintain their own instances of Dezrann, further
enhancing its long-term viability.

The reuse of existing corpora in research, artistic,
and educational contexts, combined with the transpar-
ent sharing of technical insights, breathes new life into
these datasets and strengthens their long-termpreserva-
tion. More broadly, we advocate for the sustained main-
tenance of an integrated ecosystem that includes both
corpora and software tools. Our vision is to see the emer-
gence of agnostic MIR/music platforms that facilitate
the seamless exchange of diverse musical data, foster-
ing greater interoperability and collaboration across the
field.
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4. https://parisson.github.io/Telemeta/

5. https://www.sonicvisualiser.org/
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8. https://www.ffmpeg.org

9. https://vuejs.org/

10. https://spdx.dev/

11. https://algomus.fr/edmus/ (in French)

12. https://collabscore.cnam.fr

13. https://doc.dezrann.net/rebuild

14. http://mir.audiolabs.uni-erlangen.de/jazztube/.
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APPENDIX: CORPORA DESCRIPTIONS

On Dezrann, these descriptions are translated into each
one of the eight languages. We release these texts as
public domain (CC0-1.0).

BACH FUGUES
The 24 annotated fugues from Book I of The Well-
Tempered Clavier, with some video recordings fromKimiko
Ishizaka and the Netherlands Bach Society.

The two books of J. S. Bach’s Well-Tempered Clavier
are a particularly consistent corpus in their exploration of
the 24 major and minor tonalities in 48 pairs of preludes
and fugues. The Italian word fuga is related to the Latin
words fugere (to flee) and fugare (to chase): The themes
(subject and counter-subjects) are played by each voice,
one following the other in succession. They occur either
in their initial form or, more often, altered or transposed,
building a complex harmonic texture.

https://doi.org/10.5334/tismir.212


Ballester C et al. Transactions of the International Society for Music Information Retrieval DOI: https://doi.org/10.5334/tismir.212 137

Bach’s Well-Tempered Clavier has been extensively
studied, and systematic analyses of Bach’s fugues have
been published by Prout (1910), Tovey (1924), Keller
(1965), and Bruhn (2014). Giraud et al. (2015) published
an annotation dataset detailing the 24 fugues of the
first book, together with algorithms for fugue analysis.
The Dezrann corpus contains these 24 annotated fugues,
with scores synchronized to open recordings by Kimiko
Ishizaka as well as performances recorded by the Bach
Netherlands Society.

MOZART PIANO SONATAS
The 18 Mozart piano sonatas with some form, harmony,
and texture annotations

Wolfgang Amadeus Mozart (1756–1791) was a com-
poser of the 18th-century Classical style period, recog-
nized as one of the three principal figures of the First
Viennese School, alongside Joseph Haydn and Ludwig
van Beethoven. He expressed his versatile music ideas
in a large palette of genres. His piano sonatas, published
over a 15-year period, were composed for various pur-
poses, including educational material and private com-
missions from aristocrats. The classical sonata (typically
for a solo keyboard instrument) is composed of usually
three movements, of which the first generally follows
sonata form. Mozart’s sonatas are well known to have a
remarkable structural and textural composition. The cor-
pus consists of complete scores of all 18 sonatas with
form, harmony, and cadence annotations (Hentschel et
al., 2021). Sonatas 1 (K279), 2 (K280) and 5 (K283) also
have texture annotations (Couturier et al., 2022). Some
movements also have synchronized audio. The corpus
uses measure maps (Gotham et al., 2023) to improve
annotation interoperability.

MOZART STRING QUARTETS
23 Mozart string quartets with some key, cadence, and
form annotations.

Wolfgang Amadeus Mozart composed 23 string quar-
tets spread over his whole life. These pieces denote the
evolution of his musical style and the construction of his
melodies, from the galant style of the first quartet to
the classical style. Mozart uses them as an experimenta-
tion field where he can explore the sonata form in hybrid
configurations and spicy modulations. The corpus here
shows 72 out of the 86 movements. Cadence and key
and form annotations are provided for some of these
movements (mainly first movements, in sonata form),
as published in Allegraud et al. (2019) and Feisthauer
(2021).

ORCHESTRAL TEXTURE
The first movements of Classical and Early-Romantic Sym-
phonies (Haydn, Mozart, Beethoven), with orchestral tex-
ture analysis.

Symphony is a music genre that developed from
the late 18th to the 20th century. It is usually com-
posed for a large instrumental ensemble, e.g., orches-
tra, and conventionally consists of four movements,
which commonly share some musical ideas. The classi-
cal symphony was developed by the so-called First Vien-
nese School, that is Joseph Haydn (1732–1809), Wolf-
gang Amadeus Mozart (1756–1791), and Ludwig van
Beethoven (1770–1827). Its first movement is usually in
sonata form. The corpus includes the first movements
of 24 symphonies composed between 1779 and 1824:
the last six Haydn Symphonies (99–104), three Mozart
Symphonies (38–40), and all nine Beethoven Sym-
phonies. These movements are analyzed with textural
annotations by (Le et al., 2022), and some are synchro-
nized with recordings by the Bamberger Symphoniker
(Mozart) and by the Royal PhilharmonicOrchestra (Haydn,
Beethoven, 1960-61).

SCHUBERT’S WINTERREISE
Schubert’s song cycle of 24 songs (1827-28) on roman-
tic poems by Wilhelm Müller, score synchronized with two
recordings (1933, 2006).

The song cycle Winterreise by Franz Schubert
(1797–1828) includes 24 art songs or lieder, which were
composed in two parts during the last two years of Schu-
bert’s life. The lieder were set to selected poems by his
contemporary, Wilhelm Müller (1794–1827). The roman-
tic era brings illustrious descriptions of individual emo-
tions or states, focusing especially on loneliness and iso-
lation. This is sensed not only in Müller’s poems but also
well captured by Schubert’smusic in both voice and piano
parts. His expertise in word painting releases the piano
from a mere chordal or arpeggiated accompaniment.
Musical emphasis on certain words embodies ‘leitmotifs’,
which reoccur in selected songs throughout the cycle.
The SchubertWinterreise Dataset (SWD,Weiß 2021) con-
tains, for all of the 24 lieder, scores, harmonic and for-
mal analyses, aswell as synchronized recordings. The free
recordings with Gerhard Hüsch and Hanns-Udo Müller
(1933) and Randall Scarlata and Jeremy Denk (2006) are
available through Dezrann.

19TH-CENTURY LIEDER
176 Lieder (solo voice, piano) by 19th-century female
composers, including Fanny Mendelssohn and Josephine
Lang.

Romantic lieder consist of solo songs for voice and
piano accompaniment. These songs are typically set
to poetry or lyrics and are known for their expressive
and emotional qualities. In the 19th century, a period
when women were often excluded from many areas of
music, lieder was one genre where female composers
made significant contributions. Fanny Mendelssohn,
Clara Schumann, Josephine Lang, Louise Reichardt,
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Augusta Holmès, and other women added depth and
diversity to the world of lieder, expanding its hori-
zons and contributing to the rich tapestry of 19th-
century music. The OpenScore Lieder corpus consists
of over 1,300 songs from the long 19th century. The
collection is available to play online at musescore.com
and is also available for download. For more on the score
collection see (Gotham and Jonas, 2021) or this mag-
azine piece. This Dezrann collection presents a subset
of the scores by women composers, including harmonic
analyses published on the ‘When in Rome’ meta-corpus
reported in Gotham et al. (2023a). The corpus uses mea-
sure maps (Gotham et al., 2023b) to improve annotation
interoperability.

SUPRA
456 piano rolls with expressive audio renderings from the
Stanford University Piano Roll Archive.

At the start of the 20th century, piano rolls were com-
mon in bars and other public spaces. They were one of
the main ways to distribute music to the society. Among
them, the Welte T-100 rolls are often called red Welte
rolls due to their red paper. They keep information of the
notes, but also of several parameters controlling dynam-
ics and pedals. The Stanford University Piano Roll Archive
is a research portal for some rolls digitized from the Stan-
ford Libraries’ collection of 15,000+ piano and organ rolls.
SUPRA contains 456 Welte T-100 piano rolls from the
years 1905–1928 with rendered ‘expressive’ audio, tak-
ing into account dynamics and tempo information. The
Dezrann corpus shows here these 456 piano rolls aligned
to the audio files.

WEIMAR JAZZ DATABASE
330+ high-quality jazz transcriptions, some of them with
synchronized audio, from the Jazzomat project.

Improvisation is the essence of jazz. It includes the
spontaneous creation of solo lines or accompaniment
parts, often performed over a chord grid. Listening, tran-
scribing, analyzing, and sometimes playing great jazz
solos are invaluable to better understand jazz music and
to contribute to its perpetual dynamism. Started at the
University of Music inWeimar, the Jazzomat project stud-
ied the jazz repertoire, in particular, by transcribing and
analyzing 400+ solos and aligning them to recordings.
The Dezrann corpus contains 330+ of these high-quality
jazz transcriptions, with chords, sections, and form anno-
tation, from which 200+ are with synchronized audio.

SLOVENIAN FAMILY BALLADS
404 Slovenian folk song ballads with family themes, col-
lected between the years 1819 and 1995.

Family songs are folk song ballads, i.e., songswith rela-
tively short but repetitivemelodic sections throughwhich

the singer narrates a longer story through the lyrics.
The melody and lyrics are known not to be fully depen-
dent on each other, meaning the same melody could
be adapted for another lyric and vice versa. Themati-
cally, they fall into the category of those that sing about
family destinies, including several motifs from Slovenian,
Slavic, and broader European themes. The content often
focuses on describing the natural course of family life,
from courtship to childbirth. The themes and motifs of
family ballads (feudal, rural environment, the time of
Turkish invasions, pilgrimages, etc.) revolve around socio-
legal relations and both immediate and broader family
matters in historical periods fromwhich individual ballads
originate.

The collection of Slovenian folk song ballads con-
tains transcribed field material collected by Slovenian
ethnologists, folklorists, ethnomusicologists and various
colleagues of Glasbenonarodopisni inštitut ZRC SAZU
spanning from the years 1819 to 1995. Categorized
thematically as family ballads, this collection features
404 folk songs, and includes the initial verse of the
lyrics, extensive metadata, andmusical analysis, encom-
passing contours, harmony, and song structure (melody
and lyric) (see (Borsan et al., 2023) and (Borsan et al.,
2025)). Twenty-three of these songs have historical
recordings.

GEORGIAN SACRED SONGS
101 songs recorded in 1966 by Artem Erkomaishvili, with
synchronized scores.

Georgian Orthodox liturgical chants feature three-
part harmonies with distinct dissonances, specific tem-
peraments, and ornamentations. The tradition is very
old. Some songs can be traced back to neume tran-
scriptions from the 10th century (Graham, 2015). The
master chanters (sruligalobelni) were trained for sev-
eral years in both music and theological subjects. They
memorized hundreds of harmonized melodies. Georgian
religious traditions, including sacred chants, faced sup-
pression during Soviet rule and are now being studied
once again.

The Erkomaishvili dataset consists of historic tape
recordings of three-voice Georgian religious songs
performed in 1966 by the master chanter Artem
Erkomaishvili. Successive overdubbing recordings were
done for each song: top voice, then top and second
voice, then the three voices together. These recordings
have been digitized, curated, and analyzed by Rosen-
zweig (2020) for computational musicology research.
The dataset includes audio material, scores based on
the transcriptions by Shugliashvili (2014), synchroniza-
tions, and F0 annotations. The Dezrann corpus contains
all 101 songs of the Erkomaishvili dataset, with scores
synchronized with the audio files.
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